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Abstract—A 167-processor computational platform consists of
an array of simple programmable processors capable of per-pro-
cessor dynamic supply voltage and clock frequency scaling, three
algorithm-specific processors, and three 16 KB shared memories;
and is implemented in 65 nm CMOS. All processors and shared
memories are clocked by local fully independent, dynamically
haltable, digitally-programmable oscillators and are intercon-
nected by a configurable circuit-switched network which supports
long-distance communication. Programmable processors occupy
0.17 mm and operate at a maximum clock frequency of 1.2 GHz
at 1.3 V. At 1.2 V, they operate at 1.07 GHz and consume 47.5 mW
when 100% active, resulting in an energy dissipation of 44 pJ
per operation. At 0.675 V, they operate at 66 MHz and consume
608 W when 100% active, resulting in a total energy dissipation
of 9.2 pJ per ALU or MAC operation.

Index Terms—65 nm CMOS, array processor, digital signal
processing, digital signal processor, DSP, DVFS, dynamic voltage
and frequency scaling, embedded, GALS, globally asynchronous
locally synchronous, heterogeneous, homogeneous, many-core,
multi-core, multimedia, network on chip, NoC.

I. INTRODUCTION

A PPLICATIONS that require the computation of complex
DSP workloads are becoming increasingly common-

place. These applications are often composed of multiple DSP
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tasks and are found in applications such as wired and wireless
communications, audio, video, sensor signal processing, and
medical and biological processing. Many are embedded and
strongly energy-constrained. In addition, many of these work-
loads require very high throughputs, often dissipate a significant
portion of the system power budget, and are therefore of high
importance in system designs.

In contrast to general-purpose workloads, the targeted work-
loads typically comprise a collection of DSP kernels that are
numerically intensive, easily parallelizable, and do not require
large working data sets or large software programs. An example
IEEE 802.11a/11g Wi-Fi baseband receiver block diagram is
shown in Fig. 1 and illustrates how a complex DSP application
can be easily partitioned into basic kernels, thus allowing a rich
exploitation of task-level parallelism [1].

One-time fabrication costs for state-of-the-art CMOS designs
are now several million dollars and total design costs of modern
chips can easily total tens of millions of dollars. These costs
are expected to continue rising in the future. In this context,
programmable and/or reconfigurable processors that are not tai-
lored to a single application or a small class of applications be-
come increasingly attractive.

The presented many-core processing array is highly con-
figurable and fully programmable, can compute the afore-
mentioned complex DSP application workloads with high
performance and high energy efficiency, and is well suited for
implementation in future fabrication technologies [2].

This paper is organized as follows. Section II summarizes
the key goals of the single-chip platform and its main features.
Section III describes the processors and on-chip shared memory
modules. Sections IV and V present the platform’s inter-pro-
cessor communication network and per-processor dynamic
supply voltage and clock frequency scaling, respectively.
Section VI reports implementation and chip measurements
including implementations of complex applications mapped to
the chip. Section VII concludes the paper.

II. KEY GOALS AND FEATURES

Fine-grained many-core architectures have shown great
promise in computing demanding complex multi-task applica-
tions with high performance and high energy efficiency, and they
effectively address CMOS deep-submicron design issues such as
dealing with increasing global wire delays and effectively using a
larger number of transistors [3]–[5]. Moreover, many-core chips
that utilize individual per-processor clock oscillators with fully
independent timing requirements in a globally-asynchronous
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Fig. 1. Block diagram of an IEEE 802.11a/11g wireless LAN baseband receiver.

Fig. 2. Block diagram of the 167-processor computational array.

locally-synchronous (GALS) fashion can obtain high energy
efficiencies through per-processor oscillator halting [6], as well
as avoid many clock generation and distribution complexities,
and have an increased tolerance to process variations.

However, the following goals are not well addressed by cur-
rent many-core systems:

• dynamic optimization of each processing core’s operating
environment to reduce energy consumption of both lightly
loaded and unused processors [7];

• achieving very high speeds and efficient execution for
common computationally intensive tasks such as Fast
Fourier Transforms (FFTs) and motion estimation for
video encoding;

• large on-chip shared memories for tasks that require ac-
cess to large data sets shared among multiple processors;
and

• high throughput, low overhead communication between
distant processors on a single chip.

To address these challenges, the presented single-chip
computational array contains 164 simple, fine-grained, homo-
geneous programmable processors that efficiently compute
DSP, embedded, and multimedia kernels; and also includes the
following features [8]:

• per-processor dynamic supply voltage and clock frequency
scaling (DVFS) circuits for the 164 homogeneous proces-
sors;



TRUONG et al.: A 167-PROCESSOR COMPUTATIONAL PLATFORM IN 65 nm CMOS 3

Fig. 3. Six-stage pipeline of the programmable processors. instr. mem., data mem., dynamic config. mem., carry-
propagate adder, accumulator.

• three dedicated-purpose processors to accelerate compu-
tation of the FFT, video encoding motion estimation, and
Viterbi decoding;

• three 16 KB on-chip shared memories; and
• a high throughput, low area, and energy-efficient long-dis-

tance-capable inter-processor network.
Fig. 2 is a block diagram of the 167-processor computational

array.

III. PROCESSORS AND ON-CHIP SHARED MEMORIES

A. Programmable Processors

Each of the 164 simple programmable processors utilizes an
in-order single-issue six-stage pipeline with a 16-bit fixed-point
ALU and multiplier, and a 40-bit accumulator as shown in Fig. 3.
The six-stage pipeline has an instruction fetch stage, instruction
decode stage, memory read stage, two execution stages and a
write back stage. The instruction set of the simple programmable
processor adheres to a simple one-destination and two-source
architecture and thus each processor contains two dual-clock
FIFOs to transfer input data reliably across clock domain bound-
aries [9]. To save additional power, two sets of transparent
latches are placed before the ALU and multiplier so that changes
in source selection do not unnecessarily toggle internal nodes
when the results of the ALU and/or the multiplier are unused.
These circuits reduce power dissipation by 7%–21% with a
program alternating between ALU and multiply-accumulate
(MAC) type instructions (measured while operating at 1.3 V).

Programmable processors contain a 128 35-bit instruction
memory, 128 16-bit data memory, and two 64 16-bit dual-
clock FIFOs for asynchronous inter-processor communication.
They support over 60 basic instructions and other hardware fea-
tures such as four configurable address generators for memory
address computation, block floating point support, conditional
execution and zero overhead looping. Through the use of these
features, a floating point CORDIC square root application op-
erates with 2.9 fewer cycles compared to the first generation
AsAP platform [10].

All processors and shared memories contain their own fully
independent digitally programmable local clock oscillator

Fig. 4. Layouts of the dedicated-purpose processors and shared memory blocks
(drawn to scale). (a) FFT, (b) motion estimation, (c) Viterbi, (d) shared memory.
Note: FIFO, Oscillator, dual port SRAM,
8 KWord single-port SRAM.

which requires no phase-locked loop (PLL), delay-locked
loop (DLL), or crystal oscillator. Oscillators operate at their
own independent clock frequencies that, in conjunction with
their dual-clock input FIFOs, enable GALS clocking [11].
Oscillators are able to halt, restart, and change their frequency
at any time without constraint during normal operation. This
ability, along with the integration of special stall logic, allows
oscillators to fully halt during periods of processor inactivity
and restart in less than one clock cycle once work is available.
Section V further describes details of the local oscillators.

B. Configurable Dedicated-Purpose Processors

To achieve even higher throughputs and energy efficiencies
than what is possible with the homogeneous programmable
processing array for several computationally demanding tasks,
three dedicated-purpose processors are placed into the array.
These processors accelerate the following algorithms: FFT,
motion estimation for video encoding, and Viterbi decoding for
convolutional code decoding. Layouts for the accelerators are
shown in Fig. 4(a)–(c), respectively. As with the programmable
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Fig. 5. Inter-processor network design highlighting an example communication path from the leftmost processor to the rightmost processor.

processors, each of the dedicated-purpose processors includes
its own local dual-clock FIFO(s) and oscillator.

Integration with the 2-D mesh of programmable proces-
sors is simplified through the design of a generic interface
“wrapper” that contains an input dual-clock FIFO buffer, oscil-
lator, configuration logic, and circuit-switched communication
logic. The core logic of the dedicated-purpose processors or
memories must then communicate through the wrapper. When
considering layout, I/O pins and power grids match across
metal layers with the rest of the processing array.

The FFT algorithm is ubiquitous in many digital signal pro-
cessing applications such as ones using orthogonal frequency
division multiplexing (OFDM) modulation, and spectral anal-
ysis and synthesis. The FFT processor is configurable at runtime
and can dynamically switch between 16 to 4096 point complex
FFT and IFFT transforms. It uses a block floating-point format
and its continuous flow architecture allows it to achieve a sus-
tained throughput of one complex radix-4 or radix-2 butterfly
per cycle.

Motion estimation is the most computationally intensive task
in video encoding standards such as MPEG-2 and H.264. The
motion estimation processor supports a number of fixed and pro-
grammable search patterns, including all of the H.264 specified
block sizes (i.e., 4 4, 4 8, 8 4, 8 8, 16 8, 8 16, and
16 16 pixels) within a 48 48 pixel search range.

The Viterbi decoding algorithm is a fundamental component
in many wired and wireless communication applications, as well
as many storage applications (e.g., hard disks). The configurable
Viterbi decoder processor can decode codes up to constraint
length 10 with up to 32 different rates, including the common
1/2 and 3/4 rates.

C. On-Chip Shared Memories

The computational platform also contains three on-chip
16 KB shared memories, whose layout is shown in Fig. 4(d).

Each shared memory supports connections with up to four
programmable processors, and each contains a single-port
SRAM that can range up to 64 KWords or 128 KB [12]. In the
presented chip, each of the shared memories connects to two
processors along the bottom of the array shown in Fig. 2, and
the two unused ports are tied off. Each memory contains an
8 KWord 16-bit single-port SRAM, allowing each memory
block to reach a peak throughput of one read or write per cycle.
In addition, each port supports least-recently-serviced priority
arbitration during times of simultaneous access by multiple
processors, port priority, unique split port address/data modes,
and independent programmable address generation to support a
variety of addressing modes. In order to integrate the memories
into the GALS array, each port contains an input and output
FIFO, and the block contains a local clock oscillator.

IV. INTER-PROCESSOR COMMUNICATION NETWORK

All programmable processors are interconnected by a
“double-link” reconfigurable mesh network that has two com-
munication links in each direction on each of the four edges of
each programmable processor tile [13] for a total of eight input
and eight output links as illustrated in Fig. 5. Each processor
core can send data to any dynamically changing combination of
the tile’s eight output links through software instructions during
runtime. The core can receive data from any two of the eight
input links through configurable circuit-switched muxes. These
muxes route the tile’s input links to its dual-clock FIFOs and
are normally configured statically. To accomplish this routing
capability, the processor core has two input and eight output
links to the communication switch, allowing full access to all
inter-processor links.

The novel network design allows links to be configured to
pass data across processor tiles in a dedicated channel without
disturbing intermediate processors and without regard to the in-
termediate frequency or voltage domains [13]. Fig. 5 shows a
long-distance communication example in which the leftmost
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Fig. 6. Inter-tile communication link connectivity highlighting the East Out port logic and the “layered” architecture where, except for the core, links connect
only with other links in their layer (1 or 2).

processor core communicates directly with the rightmost pro-
cessor core without disturbing the middle processor core. This
path is highlighted with heavier lines.

As shown in Fig. 5, asynchronous communication between
processors is accomplished by sending the source processor’s
clock along with its data. Data are then received by the des-
tination processor through a dual-clock FIFO, whose write
side is clocked by the sender’s clock while its read side is
clocked by the receiver’s clock. This communication scheme is
source-synchronous since the source’s clock and data are sent
together over the entire path where the data is finally registered
by the receiver using the source clock.

Each source-synchronous communication link contains
a clock, 16-bit data bus, valid signal, and a reverse-direc-
tion request signal for flow control. Compared to clock-less
handshaking interfaces, the source-synchronous links with
destination FIFOs more easily obtain a throughput of one
data-word per clock cycle since a round trip handshake is not
required for each word transferred. Configurable pipeline reg-
isters shown in Fig. 5 are clocked by the accompanying source
clock and permit pipelining of long-distance communication
for increased clock rates.

The internal communication circuits are illustrated in Fig. 6
with details of only the East Out ports for simplicity. Each
output link has an output mux—the basic block of the com-
munication switch. The East Out muxes can switch between
Core, North, South, and West inputs. The “two layer” archi-
tecture significantly reduces interconnect complexity while not
limiting routing capability (except in rare pathological cases)
by not making connections between layers (e.g., S in 2 does not
connect with E out 1).

Each output link has a corresponding request in signal that
notifies the sender when the receiver is ready to accept data.
Each input link has a corresponding request out signal that can
be a combined request of multiple receivers. This gives senders
the ability to broadcast information to more than one receiver
through efficient circuit switches rather than dedicating pro-
cessors to act as repeaters. Fig. 6 shows request signals being
masked by enable signals and OR gates where a value of

Fig. 7. Measured maximum long-distance link clock frequencies for communi-
cation between processors at the given distances from each other where adjacent
processors are indicated at a Communication Distance of 1.

enable 1 allows the corresponding request signal to pass to
the port’s AND gate which allows the final request out (E req
1, 2 in Fig. 6) to assert once every masked request signal is
“1”—this is equivalent to saying that the sender must wait until
every receiver is ready before sending data.

Fig. 7 plots measured data for maximum allowable source
clock frequencies when sending data over long distance links
along a straight West to East direction. Communication is pos-
sible at a maximum clock rate of 1.21 GHz for adjacent pro-
cessors and processors two tiles apart. Chiefly because of clock
duty cycle distortion caused by unbalanced rise and fall times
through buffers and wires, as well as data crosstalk and clock
jitter effects, a decrease in maximum source clock frequency is
observed with longer links.

V. PER-PROCESSOR DYNAMIC SUPPLY VOLTAGE AND CLOCK

FREQUENCY SCALING

The 164 programmable processors of the many-core array
are able to dynamically and independently switch their supply
voltage between one of two power grids and are also able to
dynamically and independently adjust their clock frequency.
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Fig. 8. Configurable (a) 5- or 9-stage ring oscillator with HVT high threshold voltage device, and (b) Watt ring oscillator.

Changes are made by a local configurable dynamic voltage and
frequency scaling (DVFS) controller.

A. Configurable Local Clock Oscillator

As mentioned previously, local independent clock oscillators
enable GALS clocking. This capability meshes very well with
DVFS operation when applied on a per-core basis.

In addition, the finely adjustable and independent oscillators
permit tolerance and even performance gains due to process,
voltage, and temperature variations. For example, schemes
can be devised that estimate higher performing and lower
performing cores due to these variations and map heavy and
light computational loads accordingly.

Each local oscillator is composed of the configurable ring os-
cillator shown in Fig. 8(a), the low power “ Watt” ring oscillator
shown in Fig. 8(b), and a configurable clock divider capable of
dividing the ring oscillator’s output frequency by any power of
two from 1–128. The ring oscillator consists of a configurable
ring of either 5 or 9 inverters. The current drive of each inverter
stage can be finely tuned through digitally controllable tri-state
inverters. The load capacitance of each stage is essentially the
sum of the gate capacitances of the following stage, which stays
constant regardless of the state of the tri-state inverters. Thus, the
frequency increases roughly linearly with the current drive of a
stage. Fig. 8(a) shows a detail of one inverter stage. Frequency
bits 0, 1, and 2, control the 1 , 2 , and 4 tri-states of Stage 1,
respectively. The 1 , 2 , and 4 notations signify their relative
drive strengths in relation to each other. In theory, incrementing
the three bits from zero (000) to seven (111) should result in a
linear increase in frequency. However, increasing the inverter’s
width linearly does not, in practice, cause a linear decrease of
its gate delay [14]. Each stage is assigned three bits, some of
which are not unique (e.g., Stages 4 and 5 are controlled by bits
[11:9] (though by different clocks to save power), and Stages
6 through 9 are controlled by bits [14:12]). These assignments
were guided by SPICE simulations with the design goals of min-
imizing the number of configuration bits and ensuring complete

Fig. 9. Measured oscillator power versus frequency at 1.3 V for a small number
of representative frequency configurations.

coverage of the entire frequency range. A total of 15 bits are
used to fine tune the oscillator’s frequency.

To give a very wide frequency tuning range, the main in-
verters of each stage consist of high threshold voltage (HVT)
inverters while the tri-state inverters are low threshold voltage
(LVT) inverters. With this combination the oscillator achieves
a wider tuning range with the 15 control bits than with a ring
built with single threshold voltage transistors. The 5-stage os-
cillator generates frequencies that range between 814 MHz and
1.71 GHz, and the 9-stage oscillator generates frequencies be-
tween 583 MHz and 1.17 GHz at 1.3 V as shown in Fig. 9. Using
the clock divider, the oscillator can achieve frequencies as low as
4.55 MHz at 1.3 V. In Section V-B, the oscillator will be shown
to be on its own power supply, and thus the oscillator can also
operate at much wider ranges by scaling its supply voltage than
is noted here.

To first order, power is approximately the same for both
5-stage and 9-stage rings operating at the same frequency.
An AND gate is placed before the final 4 stages to gate the
propagation of the clock signal when only 5 stages are used.
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Fig. 10. Measured 5-stage ring oscillator frequency (a) and power (b) versus voltage.

The ring oscillator clocks each of its frequency control bits
using the clock edge appearing at the output of the stage whose
tri-state inverters are controlled by those corresponding bits.
This eliminates potential glitches and duty cycle distortions
when the DVFS controller changes the frequency while the pro-
cessor is operating. To halt the clock cleanly without glitches,
an SR latch is used to latch both the clock (just before the
output buffer) and halt signal. The SR latch consists of two
uniquely sized NAND gates, and two input-tied NOR gates are
placed at the latch output, which shifts the switching threshold
from the midpoint. Metastability is avoided because the
halt signal is generated by logic clocked by the local oscillator
and its timing is therefore guaranteed valid.

Oscillator power is significant when clocking processors at
very low frequencies—e.g., on the order of a few MHz. To gen-
erate a slow clock the primary oscillator uses the clock divider
to divide down an original clock of several hundred MHz. This
consumes unnecessary power when a simpler ring oscillator can
generate the same clock at lower power. Thus, as shown in
Fig. 8(b), a simplified “ Watt” oscillator that is tunable using
muxes and delay elements supplements the standard oscillator.
This oscillator can run between 171 and 279 MHz while dissi-
pating on average 263 W of active power at 1.3 V (see Fig. 9).
This compares favorably with the lowest frequency setting of
the 9-stage oscillator, which dissipates over 2 mW.

Fig. 10 shows the ring oscillator’s frequency, and the total
and leakage powers for the 5-stage oscillator, without any of its
tri-state inverters enabled, from 0.2–1.3 V. The figure illustrates
the wide range of voltages the oscillator is capable of running
at, including its sub-threshold operation. We can take advantage
of this wide range of operable voltages of the oscillator since
all oscillators are powered by their own voltage supply. This
allows the oscillator supply voltage to be optimized along with
the processor supply voltages to minimize total system power.

B. Multiple Voltage Domain Architecture

Common techniques for supplying per-processor variable
voltage domains to a chip containing multiple processors
include the use of individual on-chip DC-DC converters, or

multiple local power grids that obtain their power from off-chip
power supplies. Clearly, the overhead of both approaches is
undesirable as the number of on-chip cores increases beyond a
few. An alternative is to use hierarchical power grids with many
local grids where each local grid is connected by switchable
power gates to one of the multiple parallel global grids.

There are two well-known on-chip DC-DC conversion
methods: linear regulation and switching regulation. While
linear regulators are small and easy to integrate on chip, their
power conversion efficiency is limited [15]. On the other
hand, switching regulators have higher power efficiency but
consume a relatively large amount of die area [16], [17]. With
current fabrication technologies, on-chip switching DC-DC
converters are not feasible for many-core platforms because
they require large area devices such as capacitors and inductors
for each converter. In addition, DC-DC converters can take
hundreds of clock cycles to switch from one voltage level to
another—assuming clock frequencies in the range of 1 GHz
or higher [18]. This delay can significantly degrade system
performance.

A technique using multiple global external supply voltages
with hierarchical power grids has been adopted due to its sim-
plicity and efficiency. Processors change their supply voltage
by connecting their local power grid to one of several parallel
global power grids. The supply voltage of each core is decided
by a global and/or local voltage controller. This approach is
simple, efficient, and capable of allowing a switching delay of
only a few clock cycles [19].

The presented platform has two global voltages for use by the
programmable processors: VddHigh and VddLow. The relative
benefits of using more than two discrete voltages are small when
compared to the area and complexity of the circuits needed to
handle switching between more than two voltages effectively
[20]. To the best of our knowledge, our chip is currently one
of two fabricated many-core chips which use multiple parallel
global power grids for dynamic voltage scaling. The other chip
was designed by Beigné et al. [21].

Fig. 11 provides an overview of the various components
of DVFS. Several major voltage domains are present in the
programmable processor including VddCore, VddOsc, and
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Fig. 11. Power and ground plan of the programmable processors.

VddAlwaysOn. The processor tile is composed in two hierar-
chical levels: a processor core and a wrapper surrounding it. The
wrapper operates on VddAlwaysOn, which is normally larger
than or equal to the core’s supply voltage VddCore. This is so
that level shifters are needed only for signals originating from
the core and going to the wrapper. Since the communication
unit is in the wrapper level it is also supplied by VddAlwaysOn
allowing it to be independent from the voltage domain of the
core as mentioned in Section IV. The wrapper also contains the
DVFS controller, which controls both the core’s local oscillator
and the PMOS power gates used to select between VddHigh
and VddLow. Both power gates can also be disabled to greatly
reduce leakage. Both power gates have their substrates tied to
VddHigh, which greatly reduces static current caused by the
parasitic diode between substrate and drain [22].

Although Fig. 11 shows the two PMOS power gates as single
transistors, each power gate actually consists of 48 parallel pro-
grammable PMOSs with their own individual control signals. As
described later, the DVFS controller takes advantage of this flex-
ibility when switching the VddCore voltage. The layout view of
the programmable processor is shown in Fig. 12. On each side
of the core are twelve power gate cells, each of which contains
four PMOS transistors—two for each power supply. Thus, there
are 48 PMOSs that connect with VddHigh, and 48 PMOSs that
connect with VddLow. The area of the cell is 253 m where a
single PMOS has a of approximately 500.

The PMOS power gate is in the triode region when it is active
(i.e., “on”) and can potentially cause a non-negligible voltage
droop on VddCore due to its on-resistance. To experimentally
measure the effective on-resistance of the power gates over a
range larger than what is used in operation, we set the two power
grids to the same voltage, i.e., VddHigh VddLow, and then
for a very large static current load of approximately 64 mA, we
change the effective width of the effectively double-wide PMOS
power gate by selectively controlling each power gate group—a
total of 96 power gates—giving an effective range of ap-
proximately 6000 to 48,000 in increments of 6000. Results of
this experiment are shown in Fig. 13 and show a knee in the

Fig. 12. Programmable processor and power gate cell layouts.

Fig. 13. Measured effective power gate width versus PMOS on-resistance
found by setting VddLow VddHigh, which effectively doubles the number of
power gates from 48 to 96, and changing the number of parallel PMOS power
gates that are “on”.

Fig. 14. Breakdown of power and ground usage of Metal 6 and Metal 7.

curve in the general range of 30–40 parallel gates, just below
the chosen 48 parallel power gates.

The low resistance metals Metal 6 (M6) and Metal 7 (M7) are
devoted almost entirely to power and ground distribution and
thus only 3.6% of M6 and 0.5% of M7 have been utilized for
signal routing. The amount of M6 and M7 used for each type
of power and ground is summarized in Fig. 14. This breakdown
resulted from design estimates of the worst case expected cur-
rent consumed by each major block.
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Fig. 15. DVFS controller block diagram.

C. DVFS Controller

The DVFS controller is highly configurable and can set
the voltage and frequency of programmable processor cores
through three methods: 1) static configuration, 2) dynamic
runtime configuration through software, and 3) dynamic con-
trol through a local hardware controller. Static configuration
is useful for tasks that have a static load behavior at runtime,
which is common in many DSP applications. However, some
tasks have dynamic yet well-defined load behaviors. In such
cases the user or compiler can take advantage of periodic or
one-time activity characteristics through software configura-
tion. Typically, applications contain a combination of the above
two cases, or even a largely input-dependent load characteristic,
which is common in applications with data-dependent control.
An additional benefit of the local hardware controller is that it
adapts for processor-specific and runtime-specific effects such
as process and supply-voltage variations.

The DVFS controller is shown in Fig. 15. Static and software
configuration is depicted by the DVFS_config and DVFS_soft-
ware signals, respectively. Two other signals from the core,
FIFO_utilization and stall, are used by the hardware controller
to select the core’s frequency and voltage. FIFO_utilization
represents the current fullness of the core’s input FIFO. If the
FIFO is often nearly full, then the core may be sped up to
increase the rate of data processing. On the other hand, an often
empty FIFO can indicate that the processor is going through
data more quickly than the rate that data is being sent to it, and
thus the core may be slowed down. This strategy to increase
energy efficiency works well for tasks with infrequent FIFO
reads between large blocks of computation, which is true for
many embedded applications. The FIFO_utilization signal is
averaged over time using configurable digital FIR or IIR filters
to reduce unnecessary voltage switching, which can lead to
an increase in global power grid noise, an increase in overall
power consumption, and a decrease in overall performance.

An alternate hardware control method is to use the stall
signal, which asserts whenever the oscillator halts due to pro-
cessor inactivity. Stalls are caused by reading from an empty
FIFO or writing to a full FIFO. Stalling is monitored by the

Fig. 16. Measured VddCore switching from VddLow to VddHigh without
clock halting and with an extremely early disconnect from VddLow that would
never be used in practice, with VddLow 0.9 V, VddHigh 1.3 V, and minor
timescale 2 ns.

Fig. 17. Measured VddCore switching from VddLow to VddHigh with clock
halting during the transition (VddLow 0.9 V, VddHigh 1.3 V, minor
timescale 2 ns).

DVFS controller through a special externally-clocked counter
that counts the number of cycles that the core stalls, and if this
counter reaches a user configured threshold, then the voltage
and frequency decrease accordingly.

D. Voltage Switching

As mentioned earlier, each programmable processor’s core
power supply, VddCore, is connected to the global power grids
through 48 individual PMOS transistors for VddHigh as well
as 48 for VddLow. Configurability is desired due to the nega-
tive effects of voltage switching. Besides the unrecoverable en-
ergy loss incurred when the core voltage is raised from a low
to high Vdd (ignoring energy scavenging techniques), signifi-
cant noise is generated on the global power grids by the local
VddCores switching between them. To alleviate this noise, the
DVFS controller is able to change the rate at which the core
switches between voltages. Fig. 15 shows a general overview
of the Voltage Switching Circuit. The config_volt signal is sent
to a comparator, which compares whether this present voltage
configuration is the same as the previous. If they are different,
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Fig. 18. Measured waveforms of a processor’s clock and supply voltage dynamically changing while controlled by the local DVFS controller.

then the OR gate’s output is forced to “1,” which is then sent
to a Switching Delay Circuit that disables every PMOS power
gate in a user specified pattern (e.g., disable a variable number of
power gates for every delay unit, or even switch them all off with
very small delay) using configurable delays set through static
configuration via the delay_config signal. An AND gate is used
to determine when all PMOS power gates have been switched
off. When this happens the disconnect_done signal is asserted
and is then sent to a configurable Disconnect Delay Circuit,
which leaves the core disconnected for a configurable amount
of time. Once the delay circuit has settled, the latch is clocked
to allow the current config_volt signal to pass through the OR
gate and reconnect the PMOS power gates to their new voltage
configuration through the Switching Delay Circuit.

To summarize, in normal operation the switching algorithm
operates with these steps: 1) the present voltage configuration
is compared with the previous configuration, 2) if different, all
PMOS power gates are disconnected using the configurable
switching delays, 3) once all PMOS power gates have been
disconnected, the controller waits using the configurable dis-
connect delay, and 4) finally, the new PMOS power gates are
connected through the configurable switching delays.

Figs. 16 and 17 contain measured waveforms of low to high
supply voltage switches with very long disconnect times while
not halting and halting the core, respectively. Such long discon-
nect times would normally never be used and are shown for il-
lustration purposes only. When the core is left running while a
voltage switch occurs, a voltage droop on VddCore occurs due
to core current consumption, circled in Fig. 16. However, with
clock halting, VddCore in Fig. 17 shows no noticeable droop.

Fig. 18 shows measured waveforms of switching due to the
DVFS hardware controller making decisions based on a two
processor producer-consumer test case. The controller gradually
increases the core’s clock frequency and then switches VddCore
from VddLow to VddHigh at a configurable trip point, and con-
tinues to increase the clock frequency up to a configurable max-
imum. The operations work in reverse when moving from a high
clock frequency to a low clock frequency.

VI. IMPLEMENTATION AND MEASURED RESULTS

A. 65 nm CMOS Implementation

The presented chip design is fabricated in ST Microelec-
tronics 65 nm low-leakage CMOS. Except for certain portions

Fig. 19. Die micrograph.

TABLE I
MEASURED KEY DATA OF DEDICATED-PURPOSE PROCESSORS AND SHARED

MEMORIES OPERATING AT THE MAXIMUM SUPPLY VOLTAGE OF 1.3 V. ACTIVE

POWER IS FOR OPERATION AT THE REPORTED MAXIMUM CLOCK FREQUENCY

of the DVFS logic, oscillator, PMOS power gates, decoupling
capacitors, and chip I/O, a standard cell and automatic place
and route flow was used with industry standard tools that
include Synopsys Design Compiler, Cadence SoC Encounter,
and Mentor Calibre.

Fig. 19 shows the die micrograph of the 167-processor array.
The die occupies 39.4 mm and contains 55 million transis-
tors. Each programmable processor in the homogeneous array
contains 325,000 transistors in a 0.17 mm area. Data sum-
marizing the area and preliminary measurements of the three



TRUONG et al.: A 167-PROCESSOR COMPUTATIONAL PLATFORM IN 65 nm CMOS 11

Fig. 20. Breakdown of the programmable processor tile area.

dedicated-purpose processors and the shared memory are re-
ported in Table I.

All processors and memories are built in a modular fashion
with nearly identical design flows. First, the core processor was
described in Verilog RTL. They were then placed in an asyn-
chronous wrapper interface consisting of a local independent
oscillator and FIFO macro blocks (except for the programmable
processors which contain their FIFOs in the core) as well as
accompanying asynchronous interfacing logic. Basic modifica-
tions are done to tailor the wrapper to the specific processor
including adding stalling logic to halt the clock whenever the
core logic is idle, customizing the configuration logic to add
hardware reconfigurability, and adding processor specific test
logic to send critical signals to the chip output pads for observa-
tion. The individual processor blocks were completed and then
placed into the final chip level layout with I/O, test, and con-
figuration glue logic. As a result of maintaining consistent lay-
outs, the power grid and inter-processor wires are kept short
and straight. This reduces voltage droops, signal degradation,
antenna violations, and electromigration issues. Finally, post-
layout timing and functional verification, in addition to DRC
and LVS, from oscillator to processor to chip level is done hier-
archically.

Local power distribution metal stripes within cores are inter-
leaved between global power metal stripes. A chip level power
ring encircles the central array and redistributes the various Vdd
and Gnd supplies from the many power and ground pads which
are evenly placed around the die.

B. Programmable Processor Analysis and Measurements

A breakdown of the programmable processor area is shown
in Fig. 20. The processor’s core occupies 73% of the total tile
area and only 7% is devoted to DVFS related items including
PMOS power gates (4%) and the DVFS controller (3%). Inter-
processor communication circuits require only 7% of the tile
area, which includes I/O and Route (5%) and Clock Tree and
Buffers (2%). A total of 11% of the tile’s silicon area is un-
used because of interconnect complexity caused by long dis-
tance communication, and area constraints caused by the PMOS
power gates and M6/M7 power stripes. Fig. 21 shows the area
breakdown of the processor core itself, and the core’s logic area
breakdown.

When operating at a supply voltage of 1.2 V, programmable
processors run up to 1.07 GHz and dissipate an average of
47.5 mW when executing ALU and MAC instructions while
100% active, resulting in an energy dissipation of 44 pJ per
operation, or 22 pJ per operation if a MAC is considered as two
operations.

At a supply voltage of 1.3 V, programmable processors run
at 1.2 GHz while consuming 62 mW. At this clock rate, the
chip achieves a throughput of 196.8 GMACs per second not
including operations by the dedicated-purpose accelerators.

At a supply voltage of 0.675 V, programmable processors run
at 66 MHz while consuming 608 W, which results in an energy
of 9.2 pJ per ALU or MAC operation, or 4.6 pJ per operation if
a MAC is considered as two operations.

At a supply voltage of 0.467 V, programs that read and write
to and from a small data memory made of flip-flops are fully
functional over all instruction types. The maximum operating
frequency is 563 Hz and is believed limited by instruction
memory reads.

The maximum frequency that a processor can run an ALU or
MAC instruction for a range of supply voltage levels is shown
in Fig. 22. Power dissipation at the corresponding maximum
frequencies and voltages are shown in Fig. 23.

A breakdown of power for various functions within a pro-
grammable processor is given in Table II. Power numbers
depend strongly on factors such as data values, memory address
values, and even instruction ordering so the reported power
values are averaged over many cases. Leakage currents for one
processor are shown in Fig. 24 for the case of all 48 power
gates turned “on” and “off”.

C. Dedicated-Purpose Processor and Shared Memory
Measurements

The following early measurement data are taken from one
chip tested thus far. The FFT processor runs up to 866 MHz
and at this frequency it obtains a throughput of 681 million
complex samples per second while computing 1024-point
complex FFTs. The Viterbi processor, which contains eight
Add-Compare-Select (ACS) units, delivers 82 Mbps at a rate
of 1/2 with codes and a 894 MHz clock rate. The video
motion estimation processor can support 1080p HDTV at
30 fps while achieving a throughput of 15 billion SADs (Sums
of Absolute Differences) per second at 938 MHz. The shared
memories operate up to 1.3 GHz and are capable of achieving
a peak throughput of 20.8 Gbps.

D. Example Applications

The coding of many DSP, multimedia, and general tasks has
been completed including filters, convolutional coders, inter-
leaving, sorting, square root, CORDIC sin/cos/arcsin/arccos,
matrix multiplication, pseudo random number generators, FFTs
of lengths 32–1024, a complete Viterbi decoder, and
a complete fully compliant IEEE 802.11a/11g wireless LAN
baseband transmitter [23].

For a 9-processor JPEG encoder implementation [10], the av-
erage power consumption per processor is 24 mW while oper-
ating at 1.1 GHz with all processors on a 1.3 V supply. When
operating with supply voltages of 1.3 V and 0.8 V, the encoder
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Fig. 21. Area breakdown of the (a) programmable processor’s core, and (b) logic only.

Fig. 22. Measured maximum clock frequencies over various supply voltages
for ALU and MAC instructions.

Fig. 23. Measured power dissipation at the maximum clock frequencies shown
in Fig. 22 over various supply voltages for ALU and MAC instructions.

achieves a simulated 48% reduction in energy dissipation with
an 8% reduction in throughput compared to the same encoder
running at 1.3 V.

An H.264/MPEG-4 AVC CAVLC encoder supporting non-
zero residual number prediction has been completed. Twenty
processors are required when using only nearest-neighbor inter-
connect, but only 15 processors are required when using long-

TABLE II
POWER CONSUMPTION OF OPERATIONS AT 1.2 GHZ AND 1.3 V. MAC AND

ALU NUMBERS INDICATED BY “ ” ARE FROM PROGRAMS WITH HIGH INPUT

OPERAND BIT ACTIVITY, INPUT OPERANDS COMING FROM A MIX OF DMEM
AND IMMEDIATE SOURCES, AND 100% ACTIVITY

Fig. 24. Measured leakage currents for one programmable processor utilizing
all 48 power gates on one power grid.

distance interconnect—a 25% reduction. With processors run-
ning at 1.07 GHz, the CAVLC encoder supports 720p HDTV at
a real-time rate of 30 fps [24].

A complete and lightly optimized IEEE 802.11a/11g wire-
less LAN baseband receiver has been completed using 22
programmable processors plus the Viterbi and FFT dedi-
cated-purpose processors. The receiver obtains a real-time
54 Mbps throughput and consumes 198 mW while operating at
590 MHz and 0.95 V, which includes 1.7 mW for the FFT and
6.5 mW for the Viterbi [1]. Power numbers are derived from the
measured operational power along with the activity percentage
of processors.
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VII. CONCLUSION

A 167-processor single-chip many-core computational plat-
form that is well-suited for DSP, embedded, and multimedia
workloads has been fabricated in 65 nm CMOS. The chip con-
tains 164 programmable processors with per-processor dynamic
clock frequency and per-processor dynamic supply voltage ca-
pabilities, and a two-layer interprocessor interconnect that is ca-
pable of direct long-distance connections, which occupies only
7% of each tile’s circuit area.

To broaden the target application domain space, the pro-
cessing array includes three 16 KB shared memories, an FFT
processor (for general DSP applications), a Viterbi processor
(for communications applications), and a video motion estima-
tion processor (for video multimedia applications).

The per-processor dynamic clock frequency and supply
voltage circuits reduce the power of a 9-processor JPEG en-
coder operating at supply voltages of 1.3 V and 0.8 V by 48%
while reducing its performance by 8%. At a supply voltage of
1.3 V, the chip achieves 196.8 billion ALU or MAC operations
per second, not considering the accelerators, while dissipating
10.2 W. At a supply voltage of 0.675 V, the programmable
processors operate at 66 MHz and dissipate 608 W, which
means 93 chips would achieve 1 Tera-op/sec at a power of only
9.2 W, or 47 chips at a power of 4.6 W if a MAC is considered
as two operations.
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