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Circuit-switched Communication

» Configurable muxes determine routing paths

— Architecture is capable of communication between
any two cores in a many-core array

mux + wire delays
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Timing Equations

 Constraints for clock  Constraints for data
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If we ignore realistic skew 6

between clock and the
data signals, then the
theoretical limit of the
clock frequency/period, is
governed by the

—O—thls work |
| === DLY,=5FO4

| —— DLYD=10FO4I ..........
¢

e L

N

Max Frequency (GHz)
w

O —i
A —

properties of the registers P e oy Procees
« For standard cell designs P —
. -3 configurable delay
the master-slave D flip- N —o—thiswork | A
flop is commonly used for 2
itS robustness % 4 ....................................
— However, its performance is / S, e
sacrificed for robustness
@12GHzZ o\ —— . .
65 nm O 1 2 3 4 5 6 7 8 9 10

Distance (No. of Processors)

Source-Synchronous Comm.

An effective method for communication
between clock domains

A locally generated clock signal is used to

latch the data into a receiving register or a

dual-clock FIFO

Requires clock, data, valid, and request
signals for reliable transfer

Supports a peak transfer rate of one data

word per cycle
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Source-Synch. Comm. for GALS
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Source-Synch. Timing (II)
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add a delay to data: every two registers
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Alternating Edge-Triggered Timing  Alternating Edge Constraints

» Again, assume

minimal to no skew
between source
data and source
clock...

— but now trigger on
the opposite clock
edge at destination

e Continue to use

alternating clock
edges for every
other register
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Conclusion & Future Work

A cost efficient and robust source-synchronous
architecture is presented that is compatible with GALS

many-core arrays

— Does not need static or adaptive circuits to readjust clock and/or
data signals to meet timing

 No configurable/adaptive delay elements or DLLs, PLLs & CDRs

* |t can achieve > 50% better maximum operating frequency and
latency than the Data Delay method

e Future work:

— Evaluate CAD auto place-route tool’s ability to limit data-clock
skew In deep submicron technologies

— Variations of skew and jitter along the links
— High speed serial data transmission over “harder to meet timing”

parallel data bus transmission

— Clock duty cycle and data signal distortion due to wire buffer
propagation delay (t; 5y, t51) mismatches
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