
A GALS Many-Core Heterogeneous 

DSP Platform with Source-Synchronous 

On-Chip Interconnection Network

Anh Tran, Dean Truong and Bevan Baas

University of California, Davis

NOCS ‘09

May 13, 2009



Outline

� Motivation

� Design of a GALS many-core DSP platform

� A GALS-compatible source-synchronous interconnect 
network

� Test chip implementation

� Mapping application case study: 802.11a/g baseband 
receiver

� Conclusion



Outline

� Motivation

� Design of Our GALS many-core DSP platform

� The GALS compatible source-synchronous interconnect 
network

� Test chip implementation

� Mapping application case study: 802.11a/g baseband 
receiver

� Conclusion



Emergence of DSP multi-core platforms

[S. Borkar, DAC, 2007]

� Low design cost and short time-to-market favor programmable and 

reconfigurable DSP platforms

� Continually shrinking transistor sizes enable multi/many-core designs

� Pollack’s Rule: many small cores outperform a few large cores for the 

same silicon area

� Amdahl’s Law: performance speedup depends strongly on available 

parallelism
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High parallelism and deterministic 

connections in DSP Applications
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� A high degree of task-level parallelism is available directly from task 

graphs for many DSP, multimedia, and embedded applications

� Often possible to map each task to one/few small processors

� A statically-configured interconnection network may be sufficient
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baseband receiver 

block diagram



Energy advantages of GALS, many-core 

and heterogeneous architectures
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� Independent local clock oscillators

� Eliminate difficult to design, 
power-hungry global clock trees

� Allow use of different frequencies 
(and supply voltages) for processors 

depending on their workloads 
� reduce dynamic power

� Allow complete turn off of unused 
processors � reduce idle power

� Support compute-intensive tasks by 

specific accelerators

� Our approach for interconnection network of many-core heterogeneous 

GALS DSP platforms:

� Static reconfigurable circuit-switched interconnects

� Source-synchronous communication across multiple clock domains
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Highly reusable design
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� All programmable processors have identical design and physical layout

� The design of the oscillator and inter-processor communication 

circuitry are the same for all processing elements (PE)

� They are designed as a generic wrapper that is reused for all PEs



Our Platform Design

� 164 small fine-grained processors

� Three reconfigurable accelerators: FFT, Viterbi and Motion Estimation

� Three shared memory modules
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Voltage and Frequency Controller
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� Multiple power grids � low 

design cost, fast voltage 
switching

� Programmable ring oscillator 
runs on its own supply 

voltage for increased stability

� Supply voltage and clock 
frequency are set depending 

on the workload

� Statically

� Dynamically by software

� Dynamically by hardware

� Inter-processor 
communication circuits run at 
a fixed voltage to avoid using 
many level shifters
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2-D mesh static circuit-switched network

� Each switch has five ports and uses only 4-input MUXs

� Switch contains no input/output queue buffer, routing control and 
arbitration circuitry � very small area and power

� Switches are configured before run-time to connect any two 

processors; thus links are fixed and not shared 

� high throughput, low latency

� Small switches allow to have multiple parallel networks for increasing 

interconnection capacity. This platform contains two in parallel.



Source-synchronous communication (1)

� For each interconnection 

link, clock is sent with 

bundled valid and data

signals from the source 

processor to the destination processor 

� Links have a capacity of one data word per source-clock cycle

� No intermediate registering is needed, providing small area and 

low latency



Source-synchronous communication (2)

� Circular dual-clock FIFO 

uses SRAM array for 

dense data storage 

� Write side controlled by 

source’s clock; 

Read side controlled by 

destination’s clock

[R. Apperson et al., TVLSI, 2007]
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Communication Reliability

source clock

source data dest. data

clock’s mux + wire delay

FIFO

data’s mux + wire delay

dest. clock

� Clock and data have 

equivalent delays � write 

clock can possibly trigger 

in the transition region of 

the data, causing a 

metastable failure

� A configurable delay is 

added to the data bus to 

keep the rising edge of the 

write clock in the stable 

data timing window

clock @ source

potential timing violation

data @ source

clock @ dest.

data @ dest. without 

configurable delay



Low power communication strategy

� Always active clock dissipates 

unnecessary power

� Solution: send clock only when 

valid data is available

� 45% power reduction

� Requires at least one additional 

cycle due to the reconfigured delay

[Z. Yu and B. Baas, ICCD, 2006]
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� Fabricated in ST 65nm low-leakage CMOS

� Each processor occupies 0.17 mm2 with only 7% area for comm. circuits

� Fully functional from 1.2 GHz at 1.3V down to 5 MHz at 0.6 V

0.95V, 594 MHz, 17.6 mW
Test chip implementation
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Mapping of a 802.11a/g baseband receiver

� Programming process

� Manually partition tasks onto one/many processors

� Program processors using a simple version of C language, combined with 
assembly language for interconnection configuration and code optimization

� Simulate whole system at the cycle-accurate RTL level using NC Verilog

� Compare results with a Matlab model to verify functionality

� Use activity percentages reported by the simulator for power estimation



Throughput evaluation
� OFDM data symbols are 

processed by an inter-
connected sequence of 
processors

� The Viterbi processor is the 
slowest one and thus 
determines throughput of the 
receiver

� Faster processors stall on 
either input or output while 
waiting to receive or send data

� Each processor processes one 
4 µs OFDM data symbol in 
2376 cycles 
� 54 Mbps throughput at 

594 MHz and 0.95 V



Power estimation at 594 MHz and 0.95V

= 174.76 mW

12.18 mW (or 7%)

� Power is estimated based on the number of cycles that each processor spends 

for execution, stalling with active clock, standby with halted clock, and the 
number of data items sent on each link and the distance of each link
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Power reduction by freq. and volt. scaling
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Estimation and measurement

� The receiver operates correctly on the test chip

� Total time for designing, simulating, and testing this receiver is 

about 3 months

� The difference between estimated and measured power is 

within 2-5% 
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Conclusion

� Many-core designs are a promising solution for 
programmable DSP platforms

� When coupled with GALS and heterogeneous 
architectures, it allows to achieve high performance at 
high energy efficiencies

� A test chip was fabricated in 65 nm CMOS and is fully 
functional
� Uses static circuit-switched interconnection networks with simple 

switches that are highly suitable for many DSP applications

� The networks utilize a simple yet effective source-synchronous 
communication technique across multiple clock domains

� An 802.11a/g Wi-Fi baseband receiver mapped onto this 
platform obtains 54 Mbps throughput while consuming 
only 130 mW, with 10% dissipated in its interconnection 
links
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Backup/Extra Slides

� Source-synchronous interconnects:

� Switch structure

� Dual-clock FIFO

� Programming so that the receiver operates obeying a FSM model:

� Save power

� Obtain high throughput

� Power estimation equations:

� Based on activity percentages of execution, stall, standby, output 
times of each processor and its interconnection distance



Source-synchronous communication (1)
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� On each interconnect link, clock is 

sent with bundled valid + data 
items from its source to destination 

� Each data item is sent per cycle

� No intermediate register is needed; 
thus, low latency



Source-synchronous communication (2)

� Circular dual-clock FIFO using 

SRAM for data storage 

� Write side controlled by 
source’s clock; Read side 
controlled by its own clock

� Only pointers are sent across 
two clock domains for Full and 
Empty logic circuits; thus

synchronizers are needed

[R. Apperson et al., TVLSI, 2007]



The Receiver Operates Obeying a FSM

� Compute P(n) and Q(n)

� Frame is detected if

2 2

det
| ( ) | ( )P n Th Q n> ⋅

for 48 consecutive samples



The Receiver Operates Obeying a FSM

� Compute P(n) and Q(n)

� After frame is detected

� Timing is synchronized at first 
sample that satisfies:

2 2
| ( ) | ( )

syn
P n Th Q n< ⋅



The Receiver Operates Obeying a FSM

� Compute offset vector using 

two long-training symbols

� Compute offset angle α using 
CORDIC Angle algorithm



The Receiver Operates Obeying a FSM

� Compute C(n) from two long-

training symbols in the frequency 
domain (after FFT)



The Receiver Operates Obeying a FSM

� Includes all processors on the 

critical data path

� The OFDM SIGNAL symbol is 
used to decide the modulation 
scheme and code rate for all 

DATA symbols



Power estimation
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