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Abstract— Over the last decade low density parity check (LDPC) codes (?) g (:)) ?) (?% %(?01 (:))? g) g
have received significant attention due to their superior err correction i 000110001 0]cs
performance, and have been adopted by recent communicatiostandards H=
such as 10 Gigabit Ethernet (LOGBASE-T), digital video brodcasting 0j01 10010000 1jcs
(DVB-S2), WIMAX (802.16e), Wi-Fi (802.11n) and 60 GHz WPAN Djoo0oo001010001]|cs
(802.15.3c). While there has been much research on LDPC detars and o)t 0100001 100]c6

their VLSI implementations, many difficulties to achieve requirements
remain such as lower error floors, reduced interconnect comigxities,
smaller die areas, lower power dissipation, and design reodigurability
(run-time) to support multiple code lengths and code rates.

This paper provides an overview of current research in LDPC
decoder algorithms and architectures that are well suited ér hardware
implementations. Near and long-term trends of next generabn LDPC Variable nodes
requirements are made and an analysis of how current architetures
will fare with the increasing demands on throughput, BER peformance,
power dissipation, and chip area (among others) that will benecessary
for the widespread adoption of LDPC codecs in near-future aplications.

Fig. 1. Parity check matrix (upper) and Tanner graph (lowepresentation
of a 12 column {V), 6 row (M), column weight 2 ¥.), row weight 4 {V,.),
24 edge, LDPC code with information length K). The first check node
and variable node processing steps are highlighted in thty gheck matrix
and Tanner graph.

I. INTRODUCTION

Error correction plays a major role in communication andage Il. LDPC CODES AND MESSAGEPASSING ALGORITHM

systems to increase the transmission reliability and aeh&better A (W,, W,)(N, K) regular LDPC code is characterized by an
error correction performance with less signal power. LDRfEles )/ x N binary matrix which is called thearity check matrixor H
have recently received a lot of attention because of th@iesar error - matrix, a column weightV.., and a row weighi¥,.. LDPC codes are
correction performance, and have been adopted by many commualso defined by a bipartite (Tanner) graph consisting of tets of
cation standards (wired, wireless and broadcasting) apticagions. nodes:M check nodes and/ variable nodes. Total number of edges
LDPC codes were used in the second generation of digitalovidéconnections) between variable node and check nodasxsiV.., or
broadcasting satellite (DVB-S2) [1] for the first time in Z@nd M x W,.
recently were adopted by other digital TV standards such¥¥B-D  The iterative message passing algorithm, called Sum Ptoduc
T2 (terrestrial), DVB-C2 (cable). These standards requagy high (SPA) [6] is the most widely used LDPC decoding method. Min-
code lengths (for very good error performance), with matide rates Sum algorithm (MS) [7] is a reduced complexity decoding roeth
(for different modes of operations) and with medium thromgh which reduces the complexity of the check node processitiig un
requirement. For example, DVB-S2 specifies LDPC codes d@jtfen  The conventional message passing algorithm consists of two
64800 bits and 16200 bits, with 11 different codes rates, andphases: check node processing which generatesd variable node
135 Mbps decoding throughput. processing which generatgs The check node processing output in
In wireless applications, both WiMAX (802.16e) [2] and WiFiMinSum is computed as follows:
(802.11n) [3] adopted LDPC codes as an optional coding sehem

Similar to broadcasting standards, they specify LDPC cods aij = Sms X H sign (i) x j,en‘}i(?)\j(|5ij’|) @
different lengths and rates (802.16e has 19 different cedeths) J'EV(ONS
and medium throughput in the range of 40 Mbps-340 Mbps. where eachy;; message is generated using thenessages from all

In contrast, the 10 Gbit Ethernet copper (LOGBASE-T) stesh{id  variable noded/(¢) (excludingV;) connected to check nod€; as
specifies a high code rate LDPC code with a fixed code length é@éfined by the Tanner graph. The scaling factars is included to
2048 bits, with a very high decoding throughput of 6.4 Gbpgl a improve error performance in MinSum, and this decoding metis
very low error floor BER = 10~ '%). called MinSum Normalized [8], [9].

Although there is no standard for magnetic recording haskgi In variable node update, which is identical to the SPA versio
they demand high code rate, low error floor, and high decodireach3;; message is generated using the noisy channel information
throughput (e.g., rate-8/9 LDPC decoder with 2.1 Gbps tjineu (of a single bit),\;, and thea: messages from all check nodés;)
put [5]). connected to variable nodé (excludingC;), as defined by the tanner

There are six primary criteria that must be considered in BPC  graph and is computed as follows:
decoder design based on the application requirement asd Hre its
silicon area, speed, energy dissipation per bit, latencgr oor and Bij = Aj + Z Qi ©)
error performance gap from the Shannon limit. This papewvipes TECN
an overview of current research on LDPC decoders and lookseat Decoding can repeat iteratively until a preset maximum nema
near- and long-term throughput and power dissipation requénts iterations is reached. However, for large signal to noig® realues
of future applications and the challenges for LDPC decodeas the majority of blocks can be corrected after a small numbfer o
must be addressed in order to meet them. iterations. Thus the circuit power is lowered by stopping decoding



10° ¢ Partial-parallel Decoder
O Full-parallel Decoder
@ 10*
s 10GBASE-T
=
5 —
% 10° B /a
= = & PY 802.11n
Q *
e
= * *
10° + DVB-S2
== 802.11a/g
=T 802.16e
1 1
8000 2002 2004 2006 2008 2010
Year
Fig. 2. Throughput of reported full-parallel and partiargllel LDPC

decoder ASIC implementations versus year

process as soon as a valid codeword is detected— this isl cdidy
termination check scheme. A standard method is to make aideci
(zero or one) for each variable node at the end of each iteratnd
then check if all parity constraints are satisfied.

I1l. LDPC DECODERARCHITECTURES

The check node and variable node processing steps do nataeq
very sophisticated operations. However, the major chg#eis map-
ping these processing nodes into hardware in order to maairtie
communication between these nodes under stringent costraoris
for silicon area, throughput and energy dissipation.

In full-parallel decoders [10], [11], [12], [13], each row@ each
column of the parity check matrix is directly mapped to a efiént
processing unit and all these processing units operate rall@a
Although full-parallel decoders provide the highest tigbput and re-
quire no large memory element such as SRAMs to store intdateed
messages, they suffer from large circuit area and routimgestion,
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Fig. 4. Parity check matrix of a quasi-cyclic code consgtiri b x b columns
andm x b rows, withn x b permuted identity submatrices.

dissipation than full-parallel decoders in each techmpldgpwever,

as shown in Fig. 3 (c) (where the curve connects the smaliestrda

per given technology) full-parallel decoders have largecuit area

than partial-parallel decoders. Also note that, in gendhe number
of edges in LDPC codes, which is an indication of code comifplex
has increased as technology advances (Fig. 3 (d)).

IV. CURRENTRESEARCH ONLDPC DECODERS

Current research has focused on the decoding algorithme cod
design and VLSI implementation to meet the demands for ntirre
applications which were discussed in Section I. These reménts
are: very low error floor, hardware reconfigurability, verygi

ltjhroughpu'[ and high energy efficiency.

A. Error Floor Reduction

Although message passing decoding for LDPC codes have shown
a very good error performance, most LDPC codes have a major
drawback known as an error floor and this is when the error
performance curve’s slope of descent suddenly becomeewstai3].
Usually this happens when a small number of check sums are not
satisfied because of a very small number of errors. A trappatgs
defined as a set of variable nodes that are connected to aramatier
of odd degree check nodes [24], [23]. If errors happen onatxdei

which are caused by the large number of processing units and yhodes in the trapping set, the messages from such a smallemumb

long global wires between them [10].
Partial-parallel designs [14], [15], [16], [17], [18], [1.920] parti-
tion the parity check matrix into rowwise and columnwise upimgs

of check nodes are most probably not sufficient to correctahe
errors, which can result in an error floor. Current studiedower
the error floor has focused on better code construction tqubs,

such that a set of check node and variable node updates cambe ¢0de concatenation with conventional codes such as Reledi6o

per cycle. This partitioning can potentially limit pradicpartial-
parallel designs to regular structured LDPC codes. Theuteity of
random codes causes patrtitioning to be difficult due to thenamg
addressing problems inherent with the irregular placenoéribnes”
in the parity check matrix [21].

Figure 2 shows the throughput of reported ASIC designs (areds
or post-layout implementations) versus year for full-plataand
partial-parallel decoders. The tick marks along the rigte of the
plot indicate the maximum throughput requirement for fiveoylar
standards. Because they are not efficient, there are not repoyted
full-parallel decoder implementations. All decoders foWBS2,
802.16e and 802.11n standards which require reconfigurzdnie-
ware to support different code lengths and code rates aréapar
parallel.

or BCH and decoding-based strategies. The latter consfstaa
stage decoding. The first stage is usually the regular megsagsing
scheme, the second stage is performed only if the iterate®ding
fails to correct the errors after some iterations. The regeaposed
post-processing methods perform a message biasing scl#&her]
check nodes or bit flipping on selective variable nodes [Béth of
these schemes are followed by another iteration of a reguésmsage
passing scheme.

B. Efficient Reconfigurable Decoder Design

LDPC codes by nature have a very random structure that makes
them very inefficient for hardware implementations. A nevassl
of hardware efficient codes are called Quasi-Cyclic (QC)] [@6
block-structured LDPC codes [27] and have shown compareote

Figure 3 (a) and (b) show the decoding throughput and theggnemperformance as randomly structured codes. The parity cheatkix

dissipation per bit of the decoders versus CMOS technol@gpec-
tively. In order to fairly compare throughput and energyséisation,
implementations with an early termination scheme are ebedu

of these codes consists of square sub-matrices, where glaghatrix
is either a zero matrix or a permuted identity. An examplehisven
in Fig. 4, which defines a matrix with x b columns which is the

A curve is shown connecting data points that have the maximurnde length andn x b rows with b x b submatrices. This structure

throughput and minimum energy per given technology in Figa3
and (b), respectively. As shown in the figures, in generaktrpartial-
parallel decoders have lower decoding throughput and highergy

makes the memory address generation for partial-paraéebders
very efficient and many communication standards such as BZB-
802.11n and 802.16e use this structure.
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Fig. 3. Throughput, energy dissipation per bit, siliconsaaed number of edges (check node and variable node cormeatidanner graph) of reported LDPC
decoder ASIC implementations versus CMOS technology. Faughput and energy plots the implementations with eamlgnination scheme are excluded.
Also for the area plot, full-parallel implementations witeduced routing schemes such as Split-Row [12], Split-Rdwe3hold [11] and bit-serial [22]

methods are excluded for a fair comparison. The idealizedotw in the throughput plot is obtained through linear imcalvith technology (S); in the energy
plot it is obtained through linear scaling with technologydequadratic scaling with voltage (V); and in the area plas ibbtained through quadratic scaling
with technology.

A generic architecture for a reconfigurable decoder map$ eac 5 oigoo DOED Osg 0o
submatrix or multiple submatricies to a memory block or stgji file L 0001000101 0
and connects them to variable and check node processonsgthro 0100061100010
a reconfigurable routing scheme. A controller generategesdds H=l 0 10010000 1
for memory access and defines the interconnections forreifte 100001010001
modes. Overlapped check node and variable node proces3fijg [ 010100001100
also known as Turbo decoding message passing (TDMP) [29] or
Layer decoding [30], is used for Quasi-Cyclic codes to ecbathe
throughput [14], [31], [17], [18]. Depending on the codeusture it
may require reordering row and columns of the parity checkrima @ @ @ @

for efficient address generation [18]. To reduce the areapmveer

consumption, block-serial scheduling is used [31] andstegifiles Fig. 5. Parity check matrix example, highlighting the firstw (check node)
are proposed [18]. For further power reduction, sharedessars and Processing using Split-Row, with nearly independent antLiteneous check
memory blocks that are not used are deactivated [32]. node processing il spo and C'lspr-

C. Routing Congestion Reduction partitions. As shown in the figure, each check node connectslty
As shown in Section I, full-parallel decoders can potdhtia two variable nodes instead of four, which results in lesscgssor

have the highest throughput and energy efficiency but becaushd interconnect complexity.

of high routing congestion caused by long global wires betwe gplit-Row modifies the check node update (Eg. 1) of MinSum

processors they are not efficient to build. The reduced cexityl Normalized in the following:

decoding “Split-Row” methods have shown significant reitunst

in routing congestion through message passing reductioth@tk  cj.spn = Ssr X H sign(Biy7) x  min _ (|8i7])  (3)

node operation [33], [12]. These methods achieve this bijtjpeing FEV(\J 3'E€Vspn (NI

the parity check matrix columnwise int&pn partitions where Magnitude Calculation

the check node operation in each partition is simultangoasid

almost independently computed. The parity check matrixta in - where Vs, (i) represents thd/ (i) variable nodes only contained

Fig. 5 highlights the first row processing using Split-Rowtwiwo in partition Spn on row 4. In original Split-Row, the only com-

Sign Calculation



munication between check node partitions per row is via @lsin for mobile devices. Although mobile devices do not requiighh
sign bit wire. Therefore, as shown in Eq. 1 the sign compaomati resolution images due to their small screens, they reqoingpticated
remains the same as MinSum. In addition, a new scale fatiaris signal processing and error correction algorithms with Ipawer
required to normalizex. Due to the loss of global information amongdissipation [42]. Current digital TV standards use mudtrdl coding
the partitions, Split-Row suffers from a 0.3 to 0.7 dB reduetin - (also called code concatenation) for very low error floor ragien.
performance depending on the level of partitioning. For the next generation of broadcasting standards, thdiebaian
The recent “Split-Row Threshold” algorithm adds a thresholattempt to remove the code concatenation step with bett&xd Bode
(T) signal that can partially recover the lostin() information by construction. For example, the LDPC code in the new gemerati
adding a 1-bit global signal with very few additional logitotks. satellite broadcasting in China, ABS-S, achieves a framer eate
It is shown that significant error-performance recovery dbiaved lower thanFER = 107" (the same as DVB-S2 with BCH code
with only 0.07 dB loss from MinSum Normalized [34], [35]. Inconcatenation) without concatenation [43].
addition, greater levels of partitioning are accessibléeaser error-  On the other hand, wireless medical technology has created
performance loss and will enable designs of fully-paratlecoder opportunities in new methods of preventive care using bitioz
architectures that have increased throughput and enefigjeaty, implanted devices [44]. Long battery life is very critical these
and reduced area and power [11]. A 10GBASE-T full-paraledatier devices due to the high cost of replacements, therefore évicel
with Spn = 16 partitioning, implemented in 65 nm CMOS operatesnust be designed for minimum energy consumption (MY to
at 195 MHz at 1.3 V with an average throughput of 92.8 Gbps0 mW [45]). Using error correction improves the error penfiance
with early-termination enabled. Low power operation at U.gives and thus helps lower the transmit power to achieve a certBiR.S
a worst case throughput of 6.5 Gbps—just above the 10GBASEHPDwever, the power dissipation of encoder circuits must lb@ low
requirement—and an estimated average power of 62 mW, iegultto meet the implant transmit power requirements. It has tstemvn
in 9.5 pJ/bit [36]. Decoder area is 4.84 rhwith a final post-layout that the most energy-efficient system choice depends onistende
area utilization of 97%. Compared to a MinSum Normalized- ful between implant device (in vivo) and receiver (ex vivo) [48kually
parallel implementation in the same technology and withshme uncoded systems work well within a short range 9.5 m) but for
design flow, this decoder has 2.6 times higher logic utiirgtis longer distances, especially between 4 m to 10 m, a sopdistic
4.1x smaller, 3.3 faster, 4.& more energy efficient and has onlycoding scheme is more energy efficient. For example, a peabos

0.22 dB performance loss &ER = 10~°. rate 1/2 LDPC encoder has 7.2 dB coding gain over an uncoded
system and dissipates 1331V in 90 nm CMOS and 0.9 V [46].
V. FUTURE APPLICATIONS ANDLDPC DECODERCHALLENGES LDPC codes have also received a lot of attention in hard distts

magnetic recording channels. Recent advances in mageeticding
Recently, there has been an increased demand for wired@edie are aimed at densities up to 2 Terabits per square [47]. Teweh
devices and it is expected to see continuous growth of véiselegch a high density with high system reliability, powerfudding
technology adoption not only in cellular but also in broatt® schemes with efficient hardware implementations are reduiThe
and connectivity applications [37]. Due to the increasechaled for cyrrent iterative decoding system in most hard drives useultim
high throughput and reliability in future wireless stardiathere is a |eye| coding scheme which consists of an inner code, suctDé,
need for more sophisticated signal processing and codihgnses. and an outer code, such as Reed-Solomon (RS), to correct the
For example, a rate-compatible LDPC code has been propased femaining errors. For the next generation of hard diskss iésired
IEEE 802.16m (under development), which is the next geiwrat to combine the multi-level coding in the iterative decoderreduce
of WIMAX for 4G, targeting 100 Mbps mobile and 1 Gbps fixedihe |atency [48]. It is still up to debate whether LDPC codes ¢
throughputs [38]. LDPC codes have also been proposed f@&lass totally replace the RS codes or be used as inner codes. Im twde
high definition video transmission (WirelessHD) in the 60 GHyse LDPC codes, two requirements must be met. First, theylgho
frequency band, which achieves a raw airlink data rate ofGbPs have a superior error performance with a very low error floowd
and decoding throughput of 1.6 Gbps [39]. to BER = 10~ 5. Second, the decoder hardware should have a high
In addition, future devices will not only have to allow redigd  decoding throughput of over 5 Gbps with small circuit are@][4
urability for different environments but also must suppdifferent [49].
communication standards [40], [41]. This will lead towadtamatic In addition to these challenges, designing circuits in tleepd
increases in computations and the silicon areas requirenl with the  submicron (e.g. below the 65 nm node) will require following
technology scaling. Thus, future decoder hardware forglséandards stricter design rules to increase yield and decrease i@t and
not only must support different code sizes/rates, but alsable this will likely limit the circuit designers’ and CAD toolsturrent
shared hardware between standards for silicon area savings level of freedom [50]. While the effects of new design ruleaym
Also, as shown in Fig. 3, there is not much improvement inot be tangible, the problem of global wires is very real. ikl
throughput and energy dissipation as technology advanCem transistors and local wires, global wires have not reapedoimefits
reason is that code size and the decoding algorithm contplexof scaling. Compared to device scaling of approximately gl@bal
have, on average, increased for these decoders (Fig. 3T, wire capacitance (per length) scales at a factor of 0.9 eissstivity
technology improvement can mostly negate the effects akased is scaling at just over 1.1, and its RC delay is increasing raite of
algorithm/code complexity but cannot drive improvementstiie close to 2.4 [51]. Placing repeaters (buffers) between wingitions
throughput and power. Therefore, to meet the required tffiput and has only slowed down—but not solved the wire delay increase.
power dissipation of future reconfigurable applicatioreyrdecoding However, repeaters also have the unfortunate drawbacksiadéda
algorithms and architectures are required. power consumption, and added vias between metal layersitéram
The advent of digital television (DTV) broadcasting hasl#ed the buffer and wire segments, which makes the routing protgeen
high definition television services for both stationery amabile harder [52].
devices. Unfortunately, current DTV standards are not ‘seited Therefore, designs with very high interconnect complextich



as LDPC decoders will be more challenging in future impletaen
tions. Thus, it is critical to have a technique which redudesign
dependencies on low-level optimizations in order to achi¢he
high throughput and high energy efficiency requirements ufire
applications.

VI. CONCLUSION

LDPC codes are appearing in an increasing number of apjolicat
which have even stricter power and throughput constraimis tthe
current state-of-the-art, requiring very good error perfance. On
the other hand, the benefits of straightforward CMOS scaliag
been slowed down as the supply voltage, capacitance andieliag
will hardly decrease in future deep-submicron technoldderefore,
innovative algorithms and architectures, i.e. better coolestruction
methods and efficient decoding algorithms for low error flperfor-
mance, reconfigurable and multi-standard decoder art¢hites; and
new decoding algorithms and architectures for ultra low @oand
very high throughput applications, are required to keepstieed and
power requirements within future tight budgets.
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