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A Reconfigurable Source-Synchronous On-Chip
Network for GALS Many-Core Platforms

Anh T. Tran, Dean N. Truong, and Bevan M. Baas

Abstract—This paper presents a GALS-compatible circuit- significant portion of the power budget, which can be up to
switched on-chip network that is well suited for use in many-core 40% of the whole chip’s power [11]. One effective method to
platforms targeting streaming DSP and embedded applications address this issue is through the use of globally-asynciusn

which typically have a high degree of task-level parallelism . .
among computational kernels. Inter-processor communication is locally-synchronous (GALS) architectures where the clsip i

achieved through a simple yet effective reconfigurable source- partitioned into multiple independent frequency domaktech
synchronous network. Interconnect paths between processocan domain is clocked synchronously while inter-domain com-
S“Séailn. adpealk thLO?ghpUtIOf_OnﬁhWOFdfPer cycle. fAththeortetiCil munication is achieved through specific interconnect tech-
model is developed for analyzing the performance of the network. .. o : - i
A 65 nm CMOSpGALS chip){JtiIiging tr?is network was fabricated ‘r‘nques and ,,CIrCUItS [12]. Due to its ﬂEXIble. portability and
which contains 164 programmable processors, three accelera®r transpar(_ant features rega_rdless of the dlf_ferences gnon
and three shared memory modules. For evaluating the efficiency COmputational cores, GALS interconnect architecture bee
of this platform, a complete 802.11a WLAN baseband receiver a top candidate for multi- and many-core chips that wish to
W”aS implemented. It has ?égi'-}\iﬂr?_‘e thfodu%hggt \</Jf 54dePS with  do away with complex global clock distribution networks. In
all processors running a z and 0.95 V, and consumes it il - i
n gverage of 174.8 %W with 12.2 mW (or 7.0%) dissipated by add|t|qn, GALS allows the possibility of flne-gralned power
its interconnect links and switches. With the chip’s dual supply reduction through frequ_ency and yoltage sca!lng_[13_].
voltages set at 0.95 V and 0.75 V, and individual processors’ The methodology of inter-domain communication is a cru-
oscillators operating at workload-based optimal frequencies, the cial design point for GALS architectures. One approach és th
receiver consumes 123.2 mW, which is a 29.5% reduction in pyrely asynchronous clockless handshaking, that usespheult
power. Measured power consumption values from the chip are yhages (normally two or four phases) of exchanging control
within 2-5% of the estimated values. . .
signals fequestand acK for transferring data words across
Index Terms—GALS, source-synchronous, interconnect, 2-D clock domains [14], [15]. Unfortunately, these asynchumo
mesh, reconfigurable, programmable, DSP, embedded, network o qshaking techniques are complex and use unconventional
on-chip, many-core chip. L . .
circuits (such as the Muller C-element [16]) typically uagv
able in generic standard cell libraries. Besides that, szthe
. INTRODUCTION arrival times of events are arbitrary without a referenceirtig
Fabrication costs for state-of-the-art chips now exceed seignal, their activities are difficult to verify in traditial digital
eral million dollars, and design costs associated with -eveTAD design flows.
changing standards and end user requirements are also exrhe so-called delay-insensitive interconnection method e
tremely expensive. In this context, programmable and/er rends clockless handshaking techniques by using coditig tec
configurable platforms that are not fixed to a single appheat niques such as dual-rail or 1-of-4 to avoid the requirement
or a small class of applications become increasingly @w&c of delay matching between data bits and control signals. [17]
The power wall limits the performance improvement ofhese circuits also require specific cells that do not exist i
conventional designs exploiting instruction-level plaidm common ASIC design libraries. Quintagt al. implemented
that rely mainly on increasing clock rate with deeper pipedi. a delay-insensitive asynchronous interconnect netwoikgus
Many new techniques and architectures have been propose@d digital standard cells; however, the final circuit hasge
in the literature; and multiple-core designs are the mostea and energy costs [18].
promising approaches among them [1], [2]. Recently, a largeAnother asynchronous interconnect technique uses a pau-
number of multi-core designs were found in both industrgible or stretchable clock where the rising edge of the re-
and academia [3]-[6]. Also, reconfigurable and programmaldeiving clock is paused following the requirements of the
many-core designs for DSP and embedded applications gemtrol signals from the sender. This makes the synchronize
becoming popular research topics [7]-[9]. at the receiver wait until the data signals stabilize before
Transistor density and integration continue to scale wiampling [19], [20]. The receiving clock @rtificial meaning
Moore’s Law, and for practical digital designs, clock distr jts period can vary cycle by cycle; so it is not particularly
bution becomes a critical part of the design process for agyitable for processing elements with synchronous clagkin
high performance chip [10]. Designing a global clock tree fahat need a stable signal clock in a long enough time. Besides
a large chip becomes very complicated and it can consumenat, this technique is difficult to manage when applied to a

_ _ - _ multiport design due to the arbitrary and unpredictablévalr
Copyright (c) 2010 IEEE. Personal use of this material is peedhi . f ltiole i . |
However, permission to use this material for any other purpasest be UMES Of multiple input signals.

obtained from the IEEE by sending an email to pubs-permis@iese.org. An alternative for transferring data across clock domains
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is the source-synchronous communication technique that wa
originally proposed for off-chip interconnects. In this-ap

frgm ADC

proach, the source clock signal is sent along with the daM

to the destination. At the destination, the source clock is
used to sample and write the input data into a FIFO queue
while the destination clock is used to read the data from the
gueue for processing. This method achieves high efficiency
by obtaining an ideal throughput of one data word per source
clock cycle with a very simple design that is also similarhie t
synchronous design methodology; hence it is easily corlgati
with common standard cell design flows [21]-[24].

In this paper, we present the design of a GALS many-

core computational platform utilizing a source-synchme®o Fig. 1.
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communication architecture. In order to evaluate the efficy The dark lines represent critical data interconnects.

of this platform and its interconnection network, we mapped
complete 802.11a WLAN baseband receiver on this platform.
Actual chip measurement results are reported, analyzedi, an
compared against simulation. The outline of the paper is
organized as follows. Section Il explains our motivatiom fo
designing a GALS many-core heterogeneous platform for DSP
applications. Design of a reconfigurable source-synchusno
interconnect network is described in Section Ill. In thistgm,

we also derive a theoretical model for analyzing the thrqugh
and latency of interconnects established from the netwitlk.
design of our many-core DSP platform utilizing this network
architecture is shown in Section IV. This section also shows

the implementation and measurement results of the test chip. 2.

Aocel1erator Accelerator 2

Shared Memory Accelserator

lllustration of a GALS many-core heterogeneous systensisting

Mapping, analyzing and measuring the performance and powérnany small identical processors, dedicated-purpose e@tets and shared

consumption of an 802.11a baseband receiver on this ptatfog‘ﬁ.
as a case study is discussed in Section V. Finally, Section VI
concludes the paper.

emory modules running at different frequencies and voltagéslly turned

the complete application will run much more efficiently. $hi

is due to the elimination of unnecessary memory fetching and

Il. MoOTIVATION FORA GALS MANY-CORE PLATFORM
A. High Performance with Many-Core Design
Pollack’'s Rule states that performance increase of an ar-

complex pipeline overheads. In addition, the tasks therasel
run in tandem like coarse pipeline stages.

chitecture is roughly proportional to the square root of it8: Advantages of the GALS Clocking Style

complexity [13]. This rule implies that if we apply sophis-

Since each core operates in its own frequency domain,

ticated techniques to a single processor and double itg logie are able to reduce the power dissipation, increase energy
area, we speedup its performance by only around 40%. On #féciency and compensate for some circuit variations on a
other hand, with the same area increase, a dual-core dedigr-grained level as illustrated in Fig. 2:

using two identical cores could achieve a 2x improvement.
assuming that applications are 100% parallelizable. With t
same argument, a design with many small cores should have
more performance than one with few large cores for the same,
die area. However, performance increase is heavily himtlere
by Amdahl’'s Law, which implies that this speedup is strictly .
dependent on the application’s inherent parallelism:

1

Speedu
P P (1- Parallel%o) + & - Parallel%

1)

whereN is the number of cores.

Fortunately, for most applications in the DSP and embedded.
domain, a high degree of task-level parallelism can be asil
exposed [7] through their task-graph representatives asch
complete 802.11a baseband receiver shown in Fig. 1. By-parti«
tioning the natural task-graph description of a DSP apptca
where each task can easily fit into one or few small processors

GALS clocking design with a simple local ring oscillator
for each core eliminates the need for complex and power
hungry global clock trees.

Unused cores can be effectively disconnected by power
gating, and thus reducing leakage.

When workloads distributed for cores are not identical,
we can allocate different clock frequencies and supply
voltages for these cores either statically or dynamically.
This allows the total system to consume a lower power
than if all active cores had been operating at a single
frequency and supply voltage [25].

We can reduce more power by architecture-driven meth-
ods such as parallelizing or pipelining a serial algorithm
over multiple cores [26].

We can also spread computationally intensive workloads
around the chip to eliminate hot spots and balance tem-
perature.
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I:”:' South Fig. 4. (a) A unidirectional link between two nearest-ndigh switches
Fig. 3. The many-core platform from Fig. 2 with switches iresigach pro- includes wires connected in parallel. Each wire is driveratriver consisting
cessor that can establish interconnects among processarseitonfigurable Of cascaded inverters. (b) A simple switch architecture isting of only five
circuit-switched scheme. 4-input multiplexers.

« GALS design flexibility supports remapping or adjusting
frequencies of processors in an application that allows
it to continue working well even under the impact of
variations.

From these advantages in both performance and power]
consumption, many-core GALS style is highly desirable for
designing programmable/reconfigurable DSP computational
platforms. However, the challenge now is how to design a
low area and power cost interconnect network that is able
to offer low latency and high communication bandwidth for
these GALS many-core platforms. Next section describes our
proposed reconfigurable network utilizing a novel source-

synchronous clocking scheme for tackling this challenge. Fig- 5. lllustration of a long-distance interconnect patétvieen two
processors directly through intermediate switches. Onitiierconnect, data

are sent with the clock from the source processor to therg#gin processor.

Osc

IIl. DESIGN AND EVALUATION OF A RECONFIGURABLE

GALS COMPATIBLE SOURCE-SYNCHRONOUSON-CHIP o . i
NETWORK We will investigate the throughput and latency of intercon-

nects that are configured from switches with the architectur

of DSP and embedded applications motivates us to bufﬁ}nsstmg of only 4-input multiplexers as shown in Fig. (b

a reconfigurable circuit-switched network for our manyecor e switch has five ports: the Core port which is connected to
9 YEO< 1ocal core, and the North, South, West, and East portshwhi

ﬁﬁ]ﬁs&}éT:tirr;ﬁngslsnggzwzﬂ b;:‘/(;re rgucrgg;?stﬂ eSt?%re connected to its four nearest neighbor switches. Asishow
y P in the figure, an input from the West port can be configured

by the grgph. Due. o its advantgges.compa.red to clockl Sgo out to any port among the Core, North, South, East
handshaking techniques as explained in Section I, the eeurﬁOrts and vice versa. For simplicity, we only shows its full

i%?}ﬁgﬁnﬁg;g?gr?gp't(;:zgpe:ﬁﬁhnéqaﬁ 'asclrjggzego'gkoéir;maiﬁonnections to and from the West port; all the other ports are
9 connected in a similar fashion.

in our GALS array of processors. This section presents the_. . . .
y of p P Figure 5 illustrates an example of a long-distance inter-

design of our reconfigurable interconnection network; dsd a X ;
: . : connection from Proc. A to Proc. D passing through two
describes how inter-processor interconnects are configure

Evaluation of throughput and latency of these intercorsact |nterm_ed|ate processors B and C This l_nterconn_ectlon IS
given through formulations developed from timing consitsi established by configuring the multiplexers in the switchgs

combined with delay values obtained from SPICE models. the_se f(_)ur Processors. The _conflgur'?mon 1S d_one pre-rentim
which fixes this communication path; thus, this static dgircu

switched interconnect is guaranteed to be independent and

A. ArChitecture Of Reconﬁgurable |n'[el’connecti0n Network never Shared_ So |ong as the destination processor’s FIFO iS

Figure 3 shows the targeted GALS many-core platformot full, a very high throughput of one data word per cycle can
from Fig. 2 but focuses on its interconnect architecturée sustained. This compares favorably to a packet-switched
Processors are interconnected by a static 2-D mesh netiorkietwork whose runtime network congestion can significantly
reconfigurable switches. Each switch connects with itsestardegrade communication performance [23], [27].
neighboring switch by two unidirectional links where eaittk | On this interconnect path, the source processor (Proc. A)
is composed of metal wires in parallel as depicted in Fig);4(sends its data along with its clock to the destination. The
one wire per data bit. Each wire is driven by a cascade déstination processor (Proc. D) uses a dual-clock FIFO to
inverters that are appropriately sized. An interconnedh pabuffer the received data before processing. Its FIFO’s ewrit
between any two processors is formed from one or many linksrt is clocked by the source clock of Proc. A, while its read
connecting intermediate switches. port is clocked by its own oscillator, and thus supports GALS

The static characteristic of interconnects in the taslplasa
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Proc. A Proc. B Proc. C Proc. D TABLE |

— DIMENSIONS OF INTERCONNECT WIRES AT THE INTERMEDIATE LAYER

BASED ONITRS [32] AND WITH RESISTANCE AND CAPACITANCE
CALCULATED BY USING PTM ONLINE TOOL [34]

clock buffer

source clock i D : i ) i D 3
source data#r i i Y est. data
N ) R e > > jﬁ"‘{—&q Technology (nm)] 90 65 75 2 2
\ o '

dest. clock

output register ~_ input dual-clock FIFO width w (nm) 207 147 102 72 50
switch spaces (hm) 222 158 116 81 60
Fig. 6. A simpified view of the interconnect path shown in Fig. 5 thl(_:knesst (nm) 351 264 183 135 98
heighth (nm) 309 234 162 121 89
S W KiLD 2.7 2.4 2.1 19 1.7
R lengthl (um) 2000 1444 1000 711 489
| | |
I Ry (Q) 556.9 753.8 1084.7 1481.1 2018.4
) Upper Lpyer o 2 C, (fF) 577 350 213 129 7.6
T o I T C. (fF) 96.6 65.9 39.8 27.2 17.7
g | | |
Ce Ce T
- = 1;
. o

2 Lower Layer 2
B

Fig. 7. A side view of three metal layers where the intercohnéges are
routed on the middle layer. Each wire has ground capacitandtsupper =
C

and lower metal layers and coupling capacitances from adjdoéra-layer c 5x  25x /6 R/3 C./3 A3 C./3 A3 C./6
wires. %>°{ %ﬁ\%\/\%ﬁ%«ﬁ\%
ZCQ/GT 2Cy3T 2Cg/3T 2CQ/GT TCL

communication. Storage elements inside the FIFO can be an

SRAM array [28], [29] or a set of flip-flop registers [23],Fig. 8. circuit model used to simulate the worst case and bast ider-
[30]. Data sent on this interconnect path will pass througiwitch link delay considering the crosstalk effect betwestjacent wires.
four multiplexers (of four corresponding switches) andetnr Wires are simulated using 43 lumped RC model.

switch-to-switch links as shown in Fig. 6. These switches ar

not only responsible for routing data on the Iink_s but a_ls'o Afspaces, width w, thicknesg, heighth, lengthl) and the inter-
as repeaters along the long path when combined with Wigger dielectrick, p that can be calculated from formulations

drivers. proposed by Wonget al. [33]. These formulations are also
used by PTM on their online interconnect tool [34].
B. Approach Methodology Table | shows the wire dimensions and intra-layer dielectri

Evaluation of the characteristics of these reconfigurabtl)é:’lse‘.j on ITRS, that was used in a paper.byellrral. [35],
interconnects are based on the delay values simulated ad-gj its calculated resistances and capacitances OvVer many
HSPICE. Simulation setups were performed through the useFS Zhnolog¥ggdes :‘rorrr: 9? nm do(;/v_n to 2|2 gm' The er?j_lenlgtP
CMOS technology cards given by the Predictable Technolo mm & nm technology and IS scaled correspondingly to
Model (PTM) [31]. For analyzing the effect of technolog ach tgchnology node. Not|cg that the wire length cqnngctln
scaling on interconnect performance, we ran simulations o adjace.nt switches approximates the Iength (or W'dtha.‘ of
five technology nodes: 90 nm, 65 nm, 45 nm, 32 nm arjocessor in the platform as seen in Fig. 5. With these §|mple
22 nm. The wire dimensions used for simulation were derivé©c€SS0rs, & 20 mm x 20 mm die (400 Ayrwould contain

from the reports of the International Technology Roadmap f& 0 processors at 90 nm anql up to 16_72 processors at 22_ nm.
Semiconductors (ITRS) [32]. For estimates of the switch-to-switch link delay while

considering the effect of crosstalk noise due to coupling
capacitances, we used th& lumped RC model for setup
C. Link and Device Delays wires in HSPICE. Higher degree models suchI#s or so
In order to characterize performance of interconnects v can make the simulation results more accurate but also
firstly consider wires that are connected between two adjacélows down the simulation time. Th@3 model was proven
switches. These wires are routed on intermediate layersewvhto have an error of less than 3% compared with the accurate
the lower layers (metal 1 or 2) are used for intra-cell ovalue of a distributed RC model [16]. Fig. 8 shows our circuit
inter-cell layouts and the upper layers are reserved forgowsetup for simulation of wires in an inter-switch link incind
distribution and other global signals. In this work, we assu the coupled capacitances among therm this setup, load
all interconnect wires are on the same layer and have the sa@@pacitanceC, is equivalent to the input gate capacitance of
length when connecting two adjacent switches.
An interconnect wire in the intermediate layer incurs both ‘For more accuracy, we can consider the multi-coupled casetahats
. . . . . Into account capacitances coupled with far wires rathen thialy adjacent
ground and coupling capacitances as depicted in Fig. 7.€Th

- : ) i Gtes [36]. However, the coupled capacitances from far svaee very small in
capacitance values depend on the metal wire dimensianspared with those from adjacent wires, so their impacts egéigible [37].
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—p! l—

} clock @ source processor
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Dpathmin + Deikbutt, FiFo

1 ‘ ’ | ‘ ’ | ‘ clock @ destination input FIFO
Dot fip-flop + Letk-g + Dpath max! . AT

’ ’ data bit @ destination input FIFO
Dc/kbuff,mp-ﬂop + kg + Dpam,mm t@ ination inpu

Dinsert 'ﬂ—>| U\‘ | ‘/U | CIOCKa%e??nsst?féigl iggluatyFlFO

safe rising edges

Fig. 9. Timing waveforms of clock and data signals from the seyrocessor to the destination FIFO

TABLE 11 | ‘ ‘ inserted delay

DELAY VALUES SIMULATED USING PTM TECHNOLOGY CARDS source clock 3‘]% ! ! 1 ) ! dest. clock
Technology (nm) 90 65 45 32 22 cource data | [ | | YH;O est. data
Supply VoltageVag (V) 120 110 100 090 0.80 ] ——r—g > ]]"'j
Threshold VoltageVy, (V) | 0.30 028 025 023 0.20 ' ‘ ‘
Diinkmax (PS) 271.8 2238 1429 1231 1047 Fig. 10. Interconnect circuit path with a delay line insdrie the clock
Diink.min (PS) 1314 1023 605 47.6 385 gng| path before the destination FIFO to shift the risitck edge to a
Deikbuf tflipfiop (PS) 37.0 279 134 94 72 gaple data window
Deikput tFIFO (PS) 932 698 259 182  14.2
Dimux (PS) 481 377 168 132 113
:Zelfsp(épsj) e 21 1y 3% 19 processors (as depicted in Fig. 6) that passes through
td’;q (0s) 1045 838 386 232 221 Mmultiplexers anch inter-switch links. Therefore, its minimum

(best case) and maximum (worst case) delays are:

) . L Dpathmin = N * Diink,min + (N + 1)Dmux (2)
a 4-input multiplexer. The delay of a circuit is measuredrfro

when its input point reaches8¥yq until the output point also and

reaches BVyg. Dpathmax =N Diink max + (N + 1)Dmux 3)
Dug to crosstalk, depending on the dgta patterns Sem.orlliigure 9 shows timing waveforms of the clock and corre-

the wires, three cases of delay are experienced. The nominal

delav happens when the sianal on a wire goes high whi gonding data sent from a source to its destination. Dasa bit
Y happ 9 9 9 re sent at the rising edge of the source clock and each bit

both its neighboring wires _do not change. The be?t case de%yonly valid in one cycle. Both clock and data bits travel
Dinkmin OCCUTS when the signal on a wire moves in the same " same manner on the configured interconnect path and
direction with its two neighbors; and the worst case dele%
Diink max 0ccurs when the signal on that wire switches in thgi
opposite direction with its neighbors.

The simulated delay values with respect to each CM
technology node are given in Table. Il. This table also lists

values ofVyq and threshold voltag¥, used in the simulations.

\Z/alal:(?sar?:i Végoat[selaj\ck;ntgc:lhr:)oslgg?/” n(;ciz :;iuﬂsg'itgdb:&ock and data signals, metastability can occur at the input
1 . ' it of destination FIFO when they transit at almost same time.
7Vda [38]. In this table, we also include the delays of cloclﬁ . .

o . or safety, we have purposely inserted a delay line on the
buffers when driving a flip-flop stag®tieut i1ipfiop), @ FIFO clock signal before it drives the destination FIFO (as shown
(Dekvur triFo) and the delay of a 4-input multiplexeDiwy). Fig. 10), effectively moving the rising clock edge intceth

We simulated a static positive D flip-flop using minimume, oo o between two edges of the data bits as depicted
size transistors and its setup timgwp hold time thoq and

propagation delayeq are also shown in the table. A minor" the last waveform of Fig. 9. The value of the inserted delay

note is that the flip-flop has negative hold time, which mearl%nsert must satisfy the setup time constraint:

that it can correctly latch the current data value even whemjnsert + NDjinkmin + (N + 1)Dmux + Deikbuf tFIFO
the rising clock edge arrives just after a new transition atad > Deikbuf t flipflop + teik—q + NDiinkmax+ (N + 1)Dmux + tsetup
bits.

or

erefore have the same timing uncertainty with a smallydela
fference: the clock signal has to pass through a clockebuff
fore driving the destination FIFO while the data sigha Aa
clock buffer delay at the output register of the source pssoe
and atcx_q delay before traveling on the interconnect path.
As seen in the figure, due to the timing uncertainty of both

. Dinsert > N(Diink,max — Diink,min) + Deikbut £ flipflop — Delkbut tFIFO
D. Interconnect Throughput Evaluation mser (t n ‘ma’; inkmin) + Deout . fipfiop = Deleoutt,
+ lsetupt lelk—q

For an interconnect path between two processors in a 4)
distance ofn link segments, this path will travel through Given a delay valudj,set Satisfying the above condition,
n + 1 switches including those of the source and destinatitime period of source clock used on the interconnect also has
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to meet the hold time constraint:

Dinsert + Deikbuf tFiFo + NDiinkmax + (N + 1)Dmux + thoid
< Deikbuf £ flipflop + telk—q + NDiinkmin + (N + 1)Dmux+ Teik

and therefore,

Teik > N(Diink,max — Diink,min) + Dinsert

(5)
+ DeikbuttFIFo — Delkbutt flipfiop + thold — telk—q

15r

The minimum clock period strongly depends on the timing
uncertainty Diinkmax — Dinkmin) @nd linearly increases with O S
the interconnect distanae The maximum frequency (corre- 0| r}tefconnict Diﬁs tancge (n&r?]be:rl-f)f in%:r_s\}v?tch}iiksfo
sponding to the minimum period) of source clock used for _ o _ _
transferring data on an interconnect path corresponding td I'gékl?r-eq'\ggﬁ'cr;‘“OTeCroi’r‘]"tg‘rzgf:g;”Jie;ttzrr‘lcci'sn term of cycles at theimam
distance is given in Fig. 11. When connecting two nearest
neighboring processors, the interconnect can run at up to
3.5 GHz at 90 nm and up to 7.3 GHz at 22 nm. The maximuwhen distance increases. This happens because the clock

frequency is inversely proportional to that reduces when period is larger for longer distances. In all cases, thentate

Max Latency (cycles) at the Max Freq.
N

interconnect distance increases. is less than 2.5 cycles at 90 nm and less than 1.7 cycles
at 22 nm regardless of distance. These latencies are very
E. Interconnect Latency low when compared with dynamic packet-switched networks

whose latency (in cycles) is proportional to the distandeictv

L_atency of an mtgrconnect path is defined as the tlmg &gn be very high if routers are pipelined into many stages.
which a data word is sent by the source processor until it is

written to the input FIFO of the destination processor. Tatad

travels along the path, and then registered at the destmatf™ Discussion on Interconnection Network Architectures
FIFO. This path includes both delays by the inserted delayThe pipelined architecture of routers in a packet-switched
line and clock buffer on the clock signal and also a flip-flopetwork can allow obtaining good throughput but sacrificing
propagation delayck-q. Therefore, the maximum latency ofthe latency in terms of numbers of delay cycles. The sitnatio
an interconnect path with distance ofinter-switch links is would be much worse in the presence of network conges-
given by: tion [27]. Moreover, supporting GALS clocking scheme is
Dconnec,tmax = nDlink,max+(n+1)Dmux+ Dinsert+ Dclkbuff,FIFo+thg—q wﬁg:]eeé(gs:?gﬁtz:]?uzzrzﬂIiztisv:? Sgg(cﬁitr:;\:gc[geg? nistwor
(©) Our interconnects can guarantee an ideal throughput of one
ata word per cycle because no network contention occurs,
while also achieving very low latency of only a few cy-

The maximum absolute latency (in ns) corresponding t
distance is plotted in Fig. 12. Consider a nearest neighgori
interconnect, which has less than 1 ns latency regardletbe of

technology used. This means that at 1 GHz the interconn s. Furthermore, our Interconnect architecturg wellpsits
latency is less than 1 cycle, and at 500 MHz latency is leSs L.S scheme while dogs not require compllcated cqntrol
than a half of cycle. circuits and buffers at switches along the interconnech;pat

The maximum number of clock cycles that the data Wifperefore, it is also highly efficient in terms of area and pow

1 i i i 0,
travel on an interconnect distance is given in Fig. 13. Th%onsumptmn. The network circuit occupies only 7% of each

i . . ! 9
maximum clock cycle latency is equal to the maximum Iatenc?foQrammabIe processor's afeand only consumes 10% of

(in ns) multiplied by the maximum clock frequency (in GHz) 2note that this area is sum of two static networks, so eachattaccupies
at that distance. Interestingly, the latency cycles evenadeses only 3.5% of the processor's area.
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Fig. 15. Simplified block diagram of processors or accelesato the pro-
posed heterogeneous system. Processor tiles are virtdalhtical, differing
only in their computational core.

Motion pads Viterbi

Estimation Decoder FFT 128x16-bit DMEM, a 12&35-bit IMEM, two 64x16-bit dual-
16 KB Shared Memories clock FIFOs, and they can execute 60 basic ALU, MAC, and
Fig. 14. Block diagram of the 167-processor heterogeneouspatational branch type instructions.
platform [40]

. : . A. Per-Processor Clock Frequency and Supply Voltage Con-
the total power while mapping a complex application as Shov\’@uration

in Section V. These advantages along with the deterministi
characteristic of interconnects in DSP applications we areAll processors, accelerators and memory modules operate at
targeting support the idea of building a reconfigurableuitrc their own fully-independent clock frequency that is geteda
switched network for our platform. by a local clock oscillator and is able to arbitrarily hatistart,
However, these advantages come with a cost of sacrificifgd change frequency. During runtime, processors fully hal
the flexibility and interconnect capacity. Programmer @md their clock oscillator six cycles after there is no work to do
the help of automatic tools) has to setup all interconned®r finishing all instructions already in the pipeline), can
before an application can run. In addition, the number of ifbey restart immediately once work becomes available. Each
terconnect links are limited and interconnects after caméig ring oscillator supports frequencies between 4.55 MHz and
are not shared; therefore, for some complex applicatidris, i 1.71 GHz with a resolution of less than 1 MHz [40]. Off-chip
difficult for setting up all connects or even there are notuggio testing is used to determine the valid operational frequenc
links required. For increasing the interconnect capadtig, ~Settings for the ring oscillator of each processor, whidtega
platform is equiped with two static configurable networks &8t0 account process variations.
will be described in Section I1V-B. The platform is powered by two independent power grids
which will in general, have different supply voltages. R¥sc
sors may also be completely disconnected from either power
grid when they are unused. The benefits of having more than
two supply voltages are small when compared to the increased
The top level block diagram of our 167-processor computarea and complexity of the controller needed to effectively
tional platform is shown in Fig. 14. The platform consists dfiandle voltage switching [41]. Using two supply voltages fo
164 small programmable processors, three acceleratoif (FPower management was also employed in the ALPIN test
Viterbi decoder and Motion Estimation), and three 16 KBhip [42].
shared memory modules [40]. Placement of the three accelerAlthough the processors have hardware to support dynamic
ators and the three shared memories at the bottom of the arvajtage and frequency scaling (DVFS) through software or a
was chosen only to simplify the routing of global configurati local DVFS controller [40], [43], dynamic analyses are much
signal wires and to simplify mapping of applications onte thmore complex and do not demonstrate the pure frequency and
large central homogeneous array (as opposed to breakingvafiage gains as clearly as with static assignments. Irtiaddi
the array by placing accelerators or memories in the middlejue to its control overhead, an application running in a DFVS
Because of the array nature of the platform, the locatode may actually dissipate more power if the workload is
oscillator, voltage switching, configuration and commatticn  predictable pre-runtime and is relatively static.
circuits are reused throughout the platform. These commonData and analysis throughout this work utilizes clock fre-
components are designed as a generic “wrapper” which cowjdencies and supply voltages that are kept constant thootigh
then be reused to make any computational core compatillerkload processing. Static configuration is intentiopalet
with the GALS array, and thus facilitates easy design enfrandy the programmer for a specific application to optimize its
ments. The difference between the programmable processpesformance and power consumption. This method is espe-
and the accelerators is mainly in their computational dattagp cially useful for applications that have a relatively stdtad
as illustrated in Fig. 15. The programmable processors havehavior at runtime. The frequency and supply voltage ofheac
an in-order single-issue 16-bit fixed point datapath, with processor are controlled by its VFC that is depicted in F&. 1

IV. AN EXAMPLE HETEROGENEOUSGALS MANY-CORE
PLATFORM
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Fig. 16. The Voltage and Frequency Controller (VFC) aratiitee

Fig. 18. Die micrograph of the 167-processor test chip

C. Platform Configuration, Programming and Testability

For array configuration (e.g. circuit-switch link config-
urations, VFC settings, etc.), the compiler, assembler and

Processor T Processor T mapping tools place programs and configurations into a bit-
U 1] stream that is sent over a Serial Peripheral Interface (SPI)
. . . , into the array as depicted at top of Fig. 14. This technique
Fig. 17. Each processor tile contains two switches for the parallel but . . . .
separate networks needs only a few I/O pins for chip configuration. The con-

figuration information and instructions as well as addreks o
each processor are sent into the chip in a serial manner bit by
The VFC and communication circuits operate on their owiit along with an off-chip clock. Based on the configuration
supply voltage that is shared among all processors in the plaode, each processor will set its frequency and voltagettzad
form to guarantee the same voltage level for all intercohnemultiplexers and delay lines of its switches are also conéidu
links, thus avoiding the use of level shifters between dvdc for establishing communication paths.
Our current test chip employs a simple test architecture for
functional testing only that determines whether a proaesso
B. Source-Synchronous Interconnection Network operates correctly. Test outputs of all processors shage th
_ ) _same the "test out” pins as shown at the top of Fig. 14.
All processors in the platform are interconnected usingnorefore there is only one processor that can be tested at
a recpnflggrable _source—syr_mhronous |nt.erconnect nersrka time, but this can be easily reconfigured by an off-chip test
described in Section Ill. To increase the interconnect G#a oyironment with test equipment (e.g. logic analyzer).tTes
each processor has two switches as depicted in Fig. 17 agf,a|s include all key internal control and data valuesr Ou
correspondingly, has two dual-clock FIFOs — each per switedy ot test architecture works well at the processor lévet

(on the output of its Core port). These switches connect {0, .ceptable for a research chip. High-volume manufagguri

their nearest neighboring switches to form two separate 2, 4 require the addition of special circuits (e.g. scathpa

mesh networks; simplifying the mapping job for programmers, . rapid high-fault-coverage testing [44], [45].
Furthermore, two networks naturally support tasks thatdnee

two input channefs D. Chip Implementation

A reconfigurable delay Iin_e is inserted on the cIocI_< sign_al The platform was fabricated in ST Microelectronics 65 nm
pefore each FI.FO to adjust its delay. value for match!ng W'ﬁlaw—leakage CMOS process using a standard-cell design flow.
|t_s corre_spo_nc_ilng d_ata. The reconfigurable delay Ilm_a S| die micrograph is shown in Fig. 18. It has a total of 55 mil-
simple (_:|rCU|t mcludmg_many delay elements and conﬂgurq n transistors with an area of 39.4 rAnEach programmable
by multiplexers for .settmg a ‘?'e'ay value. The delay valug Erocessor occupies 0.17 mpwith its communication circuit
phosen cor.respondmg.to the interconnect distance fosfyat! occupying 7%, including the two switches, wires and buffers
Ing constraint (4). For mterconnects of a mapped amea“ The area of the FFT, motion estimation and Viterbi decoder
their distances are known; therefore the correspondingydel, .- orators is six times, four times and one time, resymgfi

values _are_stancally set. Thanks _to these static set_tm@, that of one processor; the memory module is two times the
delay circuits do not cause any glitch on the clock signals abe of one processor

run-time.

E. Measurements
SFor tasks need more than two input channels, it is easy to use so We tested all in th latf t thei
intermediate processors for collecting and converting ehieputs into two € lested all processors In the platiorm to measure their

channels. maximum operating frequencies. The maximum frequency is
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one programmable processor over various supply voltages Fig. 20. Measured maximum clock frequencies for interconmettveen
processors over various interconnect distances at 1.3 V.Imerconnect

TABLE Il Distanceof one corresponds to adjacent processors.

AVERAGE POWER CONSUMPTION MEASURED AD.95 VAND 594 MHz

- ——— o _

Operation of | 100% fctve (W) Stag (7mW) Sta%dggl(mw) data has a similar trend as the theoretically developed mode

FFT 12.7 7.3 0.329 depicted in Fig. 11. The differences are due to the assungptio

\F/iltFngiRd/\N f-92 g-% 0-%)53 used in the theoretical model versus the real test chip such
r . . ~ . .

Switch + Link 11 05 -0 as wire and device parameters. For the model we assumed

wires have the same length and are on the same metal layer
with devices modeled from the PTM SPICE cards; while the
test chip is built from ST Microelectronics standard cellishw
obtained once a higher frequency makes outputs of the cafires that are automatically routed along with buffers tht
responding processor incorrect. The maximum frequency aadded by Cadence Encounter place and route tool. Besides
power consumption of the programmable processors vershat, environment parameters, process variation and power
supply voltage is shown in Fig. 19. As shown in the figurgupply noise on the real chip add more to these differences.
they have a nearly linear and quadratic dependence on théwever, the maximum clock frequency strongly depends on
supply voltage, respectively. These important charaties the timing uncertainty of clock and data signals that lihear
are used to reduce power consumption of an applicatigicreases following the distance; so both measured andaheo
by appropriately choosing the clock frequency and suppiyal results come to the same conclusions. Note that, asrshow
voltage for each processor as detailed in Section V. At 1.3 M the figure, because the maximum operating frequency of
the programmable processors can operate up to 1.2 Gllzacessors is 1.2 GHz, source-synchronous interconnetis w
The configurable FFT and Viterbi processors can run up #istances of one and two inter-switch links also only run up
866 MHz and 894 MHz respectively. to 1.2 GHz.

The maximum frequency of each processor should varyThe clock frequency of the source processor reduces cor-
under the impact of process and temperature variations. Ugsponding to the interconnect distance that affects ite-co
fortunately, these measurements have not yet been made. @utational performance. However, for a good mapping tool or
rently, we can guarantee the correct operation of the mappegtefully manual mapping, we always want to assign critical
application by allowing a frequency margin of 10%-15% ofrocessors in an application with high volumes of data com-
the maximum frequency measured under typical conditionsunication near together. This guarantees source pracesto
for each processor. interconnects still run at high frequency satisfying thelap

Table 1ll shows the average power dissipation of procesation requirement. Another inexpensive solution to namt
sor, accelerators and communication circuit at 0.95 V aradhigh processor clock frequency while communicating over a
594 MHz. This supply voltage and clock frequency is usddng distance is to insert a dedicated “relay” processar the
to evaluate and test the 802.11a baseband receiver applicatong path by the fact that the processor has very small area.
described in the next section. The FFT is configured to perfor Furthermore, as shown in Fig. 20, for a communication
64-point transformations, and the Viterbi is configured tdistance of ten inter-switch links, source processor ock
decode 1/2-rate convolution codes. The table also shows tban operate up to 600 MHz which is sufficient for meeting
during stalls (i.e. non-operation while the clock is acfitee computational requirements of many DSP applications such
processors consume a significant portion, approximately 3s an 25-processor 802.11a WiFi baseband receiver presente
55%, of their normal operating power. Leakage power are veity Section V, where the maximum interconnect length is six.
small while processors are in the standby mode with the clockinterconnect power corresponding to distance at the same
halted. 594 MHz and 0.95 V is given in Fig. 21. These measured

Figure 20 plots measured data for maximum allowabjgower values are nearly linear to distance, which is redsena
source clock frequencies when sending data over a rangedok to the fact that interconnect power is proportional to
interconnect distances at 1.3 V. Interestingly, the meaaburthe number of switches and interconnect links that form the
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0

1 2 3 4 5 6 7 8 9 10 11 12 13
Interconnect Distance (number of inter—switch links)
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mapped and tested a real 802.11a baseband receiver. Some
Fig. 21. Measured 100%-active interconnect power over imgnynter-  steps to reduce its power consumption while still satigfyin
processor distances at 594 MHz and 0.95 V. the real-time throughput requirement are also presented.

pos I o H H ﬁ — For illustrating the flexibility that our interconnectioreta

COMPEN. | | Rewov. ; ; ‘—> work architecture offers, we mapped two versions of the

"“L'C.‘ o | " o, A}ECO%; JCHANNELL L L 802.11a baseband receiver given by a task-graph in Fig. 1.
T“‘; Cf:““‘ ieid : E:“’“ —_ :51 The first version using only nearest neighboring intercatsie
exceay -‘ reave | [combic - ‘ ‘ ‘ Jooe | & which was the method offered by the first generation plat-
i T et R " form [7].The mapping diagram of this method is shown in
‘ ‘ s | [ oroest | |25 F BnaoL ﬁ L H?ﬁi%%%f‘ Fig. 22 using 33 processors plus Viterbi and FFT accelesator
7 T T 7 3  f3 with 10 processors used solely for routing data. With our new
H H TG INT%ELEAvHWT?;ELEAvHos—Puwc reconfigurable network supporting long-distance intenzants
FFT utilized in this platform, a much more efficient version is
’—V'Sgﬂ shown in Fig. 23. This mapping version requires only 23

Fia 22, Maboi . ete 802.11a baseband iverg usity processors which results in a big savings of 30% on the
ig. 22. apping of a complete .11a baseband receivelg . .
nearest-neighbor interconnect. The gray blank processersised for routing number of processors use_d compared to the_ﬂrSt version.
purposes only. The receiver mapped is complete and includes all the
necessary practical features such as frame detectionraimdti
gynchronization, carrier frequency offset (CFO) estimatnd

interconnection path plus power consumed by a FIFO writ X d ch | 7 q lizati Th
The power at distances larger than ten is not shown beca&g@pgnsaﬂon, and channe estlma_tlon an _equa|zat|oe.
mpiled code of the whole receiver is simulated on the

source clock frequency is less than 594 MHz at these distance’ . . .
q y Verilog RTL model of our platform using Cadence NCVerilog

and its results are compared with a Matlab model to guarantee
BASEBAND RECEIVER its accuracy. By u;ing the activity profile.of the processors
N . reported by the simulator, we evaluate its throughput and

A. Application Programming power consumption before testing it on the real chip. This
Programming an application on our platform follows thregnplementation methodology reduces debugging time and

basis steps: 1) Each task of the application described by difows us to easily find the optimal operation point of each

task-graph representative is mapped on one or a few prasessgsk.

or on an accelerator. These processors are programmed using

our simplified C language and are optimized with assembly Receiver Critical Data Path

codes. 2) Task interconnects are then assigned by a GU]l'he dark solid lines in Fig. 23 show the connections

mapping tools or _manua_lly n a Conflguratlon_ file. 3) Ou[)etween processors that are on the critical data path of the
C compiler combined with the assembler will produce a

sinale bit file for proaramming and confiauring the array. Th receiver. The operation and execution time of these procgess
9 progra gan guring the Y- etermine the throughput of the receiver. Other procesisors
hardware platform configuration is then done as introduced

| . . . . .
Section IV-C. the receiver are only briefly active for detection, synclizan

. . . . . ._tion (of fram r estimation (of th rrier fr n
As mentioned in Section 1V, the instruction memory SIZ(ti'o (of frame) or estimation (of the carrier frequency effs

of each processor is 128x35-bit; therefore, for a compdidat a_m_d chan_ngl); then they are forced to stop_ as soon as they
application with around 100 processors, it takes about 50 flr(]S)ISh their jod. Consequently, these non-critical processors
for configuring the application through the serial SPI ifdee not affect the overall data throughput [46].

with an off-chip clock of 10 MHz.

V. APPLICATION MAPPING CASE STUDY: 802.11a

D. Performance Evaluation

Figure 24 shows the overall activity of the critical path

B. Mapping a Complete 802.11a Baseband Receiver e ) ) |
9rocessors. In this figure, the Viterbi accelerator is shawn

In order to relatively evaluate the performance and energ
efficiency of the platform and its interconnection netwaorle “4Processors stop working after six cycles if their input FsF@e empty.
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TABLE IV
OPERATION OF PROCESSORS WHILE PROCESSING OKE-DM SYMBOL IN THE 54 MBPS MODE, AND THEIR CORRESPONDING POWER CONSUMPTIONS

Execution Stall with Standby witH Output Comm. | Execution Stall Standby Comm. Total

time active clock  halted clock| time distance power power power power| power
Processor (cycles) (cycles) (cycles) | (cycles)  (# links) (mw) (mW) (mw) (mwW) | (mWw)
Data Distribution 320 960 1096 80 x 2 5 2.37 3.56 0.01 1.14 7.08
Post-Timing Sync. 240 960 1176 80x 2 4 1.78 3.56 0.01 1.00 6.34
Acc. Off. Vec. Comp. 2320 56 0 80x 2 1 17.19 0.21 0 0.53 | 17.93
CFO Compensation 2160 216 0 80 x 2 1 16.00 0.80 0 0.53 | 17.33
Guard Removal 176 768 1432 64 x 2 5 1.30 2.84 0.01 0.92 5.07
64-point FFT 205 768 1403 64 x 2 2 1.10 2.36 0.20 0.55 4.21
Subcarrier Reorder. 1018 576 782 48 x 2 3 7.62 2.13 0.01 0.51 | 10.27
Channel Equal. 1488 576 312 48 x 2 1 11.02 213 0.01 0.31| 1347
De-mapping 2352 24 0 288 1 17.42 0.09 0 0.96 | 18.47
De-interleav. 1 864 1512 0 288 1 6.40 5.60 0 0.96 12.96
De-interleav. 2 1130 1246 0 288 1 8.37 4.62 0 0.96 13.95
De-puncturing 576 1800 0 432 1 4.27 6.67 0 1.44 12.38
Viterbi Decoding 2376 0 0 216 2 6.20 0 0 0.93 7.13
De-scrambling 2160 216 0 216 1 16.00 0.80 0 0.72 | 17.52
Pad Removal 648 1296 432 216 1 4.80 4.80 0.01 0.72 | 10.33
Ten non-critical procs - - - - - - - 0.31 - 0.31
Total 121.84 40.17 0.57 12.18| 174.76

The text*x 2" signifies that the corresponding output is composed of twalsv@eal and imaginary) for each sample or subcarrier.

I_IExeculion Oinput Waiting O Output Waiting | E. Power Consumption Estimation
z:: Power estimation using simulation is done in a couple of
1901 ways. First method, we can run the application on our post-
__ 1663 layout gate-level Verilog on Cadence NCVerilog and gereerat
8 1426 | the VCD (Value Change Dump) file for each processor. This
g 1;: is then sent to Cadence SoC Encounter and the VCD is loaded
E 13 and a power analysis is done using our processor layout.
475 This method should have good result near with measuring on
238 the real chip, however it is also very slow that may be not
0 an efficient way if we want to change the configuration of
\{@&é;%f'0@1‘4;\@}@%ﬁﬁif"}@fé@: §e@§io~®;}@°j@o@ thg application many times for finding the optimal operating
S8 RS e S @ points.
FLfL © yﬁz@o& St T We use another method that is based on the activity of
& processors while running the application on the cycle-gateu
Fig. 24. The overall activity of processors while procegsindusec OFDM RTL model of the platform on NCVerilog. An script is used
symbol in the 54 Mbps mode to extract information from signals generated by the sinmuila

The information includes the number of cycles each progesso

be the system bottleneck. It is always executing and forchecutmg, stalling or being stangiby. These mformayamgl
with the power of processors in the corresponding states

other processors on the critical path to stall while Waitir.]gneasured on the real chip (similar to those listed in Tab)e Il

either on its output to send data or on its input to receffill be used to estimate the total power of application. Base
dat®. Therefore, the total execution time and waiting time P PP :

. . n the analysis results done with simulation and estimation
of each processor equals to the total execution time of tH Y

o . . sieps, we configure the processors accordingly when running
Viterbi- accelerator (2376 cycles) during the processing %E the test chip. This method is highly time efficient and
a 4us OFDM symbol. In essence, all OFDM symbols are,. . . Y

. Still has high accuracy with only few percents differing rfro
processed by a sequence of processors on the critical path in

a way that is similar to a pipeline (with ds per stage per measuring on the real chip as shown in Section V-F.

. . . 1) Power Consumption on the Critical PatiPower con-
2376 cycles). Therefore, the receiver can obtain a read-tim . L T
sumption of the receiver is primarily dissipated by process
54 Mbps throughput when all processors operate at the same i "
: on the critical path because all non-critical processonrgeha
clock frequency of 594 MHz. According to measured data o .
) Stopped when the receiver is processing data OFDM symbols.
in order for all processors to operate correctly they must tie

supplied at the lowest voltage level of 0.92 V. We choose [} this time, the leakage power dissipated by these ten non-

0... .
run at 0.95 V (with maximum frequency of 708 MHz) forcrmcal processors is 0.31 mW (200.031). The total power
reserving a safe frequency margin for all processors due

Qiossipated by the critical path processors is estimated by:
the impact of run-time unpredictable variations. Protal = Z PE xei +Z Pstalli +Z Ps tandbyi +Z Pcommi (7)

5This assumes that the input is always available from the ADG the where Pexei, Pstali, PSfandby' and RCommi ar? the power
MAC layer is always ready to accept outputs. consumed by computational execution, stalling, standly an
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D - & . TABLE V
communication activities of the" processor, respectively, and power consUMPTION WHILE PROCESSORS ARE RUNNING AT OPTIMAL
are estimated as follows: FREQUENCIES WHEN A) BOTH VygLow AND Vgdrigh ARE SET T00.95 V;
B) VddLow!S SET TO0.75 V AND VygHigh IS SET T00.95 V
I:)Exei = aj I:)ExeAvg
Ps talli = i Pstallavg ®) _ A G
PStandby’ = (1-ai-pB) PStandbyAvg Optimal Optimal
P, ) _ P, frequency | Power | voltage  Power
Commi = 7%i* FCommAvg Processor (MHz) | (mw) V) (mw)
Data Distribution 80 3.52 0.75 2.63
here Pexeavg Pstallavg @1 Pstandbyavg@re average power of  positiming Sync. 60 278 | 0.75 211
processors while at 100% execution, stalling or in standby Acc. Off. Vec. Comp. 580 17.72 | 0.95 17.72
(leakage only)Pcommavg is the average power of an intercon- PO Compensation o w3 om sl
nect at distance af; a;, §i, (1-ai—i) andy; are percentages  g4.point FFT 51 164 | 075 1.23
of execution, stall, standby and communication activiidés Subcarrier Reorder. 257 8.12 0.75 5.22
rocessoi, respectively. Channel Equal. 372 11.34 0.95 11.34
P ) pe - . De-mapping 588 18.38 | 0.95 18.38
While measuring the chip with all processors running at pe.interleav. 1 216 736 | 075 4.95
0.95 V and 594 MHz the values 8% yeavg Pstaliavg Pstandobyavg Be-interltea\_/. 2 iii g.% 8.32 Z.ig
; ; ; ; ; e-puncturing . . .
are ﬂ\own in Tablt_a I an@®commavg iS given in Flg. 21. For Viterbi Decoding zo4 213 0.95 713
the i! processor, itswi, fi, (1 - ai - i), v and distancen De-scrambling 540 | 1672 | 095 1672
are derived from Column 2, 3, 4, 5 and 6 of Table IV with a Pad Removal 162 552 | 0.75 371
note that each processor computes one data OFDM symbol inT€n non-critical procs - 031 | 095 031
Total (MW) 134.32 123.18
2376 cycles.
The power consumed by execution, stalling, standby and
communication activities of each processor are listed it Co 140 130019 W

umn 7, 8, 9 and 10; and their total is shown in Column 11.
In total, the receiver consumes 174.76 mW with a negligible
standby power due to leakage (only 0.57 mW including ten
non-critical processors). The power dissipated by compasni
tion of all processors is 12.18 mW, which is only 7% of the
total power.

1301

122.859 mw

120}

Total Power Consumption (mW)

2) Power Reduction:The power dissipated by the stalling 1107
activity is 40.17 mW, which is 23% of the total power.
This wasted power is caused by the fact that the clocks of 100
processors are almost active while waiting for input or otitp 06 08 07 018 0('3) 085 09 0.9
as shown in Column 3 of Table IV. Clearly, we expect to Low
reduce this stall time by making the processors busy exagutiFig. 25. The total power consumption over various value¥f_ow (with
as much as possible. VddHigh fixed at 0.95 V) while processors run at their optimal frequesc

. ch processor is set at one of these two voltages dependliitg foequency.
To do this, we need to reduce the clock frequency oEfa P 9 perdiitg bequency

processors which have low workloads. Recall that in order to

keep the 54 Mbps throughput requirement, each processor hallow that processors run at different frequencies, they ean b
to finish its computation for one OFDM symbol ing, and supplied at different voltages as shown in Fig. 19. Sincegrow
therefore, the optimal frequency of each processor is co@tbuconsumption at a fixed frequency is quadratically dependent

as follows: on supply voltage, more power can be reduced due to voltage
Nexei Cycles scaling. Because our platform supports two global supply
fopti = s (MHz) (9) voltage gridsVyarigh and Vaarow We can choose one of these

voltages to power each processor depending on its freqlency
where,Neyei is number of execution cycles of processdor Since the slowest processor (Viterbi) is always running
processing one OFDM symbol, which is listed in Column 2t 594 MHz to meet the real-time 54 Mbps throughput,
of Table 1V. From this, the optimal frequencies of processoNygnighn must be set at 0.95 V. To find the optim¥llgow
are shown in Column 2 of Table V. we changed its value from 0.95 V (i.¥gqnign) down to

By running at these optimal frequencies, the power wast@d V where its maximum frequency begins to be smaller
by stalling and standby activities of the critical processis than the lowest optimal frequency among processors. The
eliminated while their execution and communication atfivi total power consumption corresponding to th¥gg o values
percentages increase proportionally to the decrease af thgvhile processors are set appropriately) is shown in Fig. 25
frequencies. Therefore, total power is now 134.32 mW a¥hen Vyq 0w reduces, some processors running at Wigow
listed in Column 3 of Table V, a reduction of 23% whermwill consume less power, so total power is reduced. However,
compared with the previous cdse onceVygiow becomes low under 0.75 V, more processors must

6Ten non-critical processors still dissipate the same leakpgwer of “Non-critical processors are always set to rurVadnigh and 594 MHz for
0.31 mW. minimizing the detection and synchronization time.
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TABLE VI : . . . .
ESTIMATION AND MEASUREMENT RESULTS OF THE RECEIVER OVER Qatapath is compiled from many logic bquKS with h'gh
DIFFERENT CONFIGURATION MODES interconnect overheads that can not be optimized as in our

Configuration Estimated Veasured | Diff. processors. As a resul'i, all known FPGA chips today operate

Mode Power (mW)  Power (mW) at lower clock frequencies compared to the presented phatfo

2: 59? MinZ and 0.95 V | gj-;g g;-gi é-g‘;;o (which can operate up to 1.2 GHz). Furthermore, the many-
optimal frequencies only . . 9% . .

At both optimal freq, & volt. 12318 12982 | 51% core platform supports the GALS technique that allows its

processors to run at their optimal frequencies and voltages
such capabilities would be difficult to implement in an FPGA
o ) . where the individual logic blocks are of a much finer granu-
be changed to run a¥qanign for satisfying their operating |oyity On the other hand, some workloads with very narrow
frequencies; therefore, the total power goes up. As a resyba word widths or bit manipulation map more efficiently to

the optimalVygLow is 0.75 V with total power of 123.18 mW FPGAs than ours. However, these workloads can be sped up
as detailed in Column 5 of Table V. Notice that the maximurHy utilizing dedicated accelerators onto our platform.

frequency of processors in operating at 0.75 V is 266 MHZ
that still guarantees an margin of greater than 10% allowing
all the corresponding processors still correctly runninghés
voltage under the impact of variations.

The communication circuits use their own supply voltag

VI. CONCLUSION

The budget of billions of transistors today offers us an &xce
Ignt opportunity to utilize many-core design for progranirea

which is always set at 0.95 V, so they still consume the sal @tform targeting DSP applications that naturally has ghhi

12.18 mW. which now is approximately 10% of the totaf'€9"€€ of task-level parallelism. In this paper, we have pre
power PP y ’ sented a high-performance and energy-efficient progrartenab

DSP platform consisting of many simple cores and dedicated-
purpose accelerators. Its GALS-compatible inter-prooess
F. Measurement Results communication network utilizes a novel source-synchresnou
We tested and measured this receiver on a real test chiferconnection technique allowing efficient communioati
with the same configuration modes of clock frequency ar@mong processors which are in different clock domains.
supply voltage as used in the previous estimation steps. InThe on-chip network is reconfigurable circuit-switched and
all configuration modes, the receiver operates correctly ais configured before runtime such that interconnect links ca
shows the same computational results as with simulatioa. Tachieve their ideal throughput at a very low power and area
power measurement results are shown in Table VI. When afst. For a real 802.11a baseband receiver with 54 Mbps data
processors run at 0.95 V and 594 MHz, they consume a totaltbfoughput mapped on this platform, its interconnect liokby
177.96 mW that is a 1.8% difference from the estimated resulissipate around 10% of the total power. We simulated this
When all processors run at their optimal frequencies witieceiver with NCVerilog and also tested it on the real chifg t
the same 0.95 V supply voltage, they consume 139.64 m@mall difference between power estimation and measurement
and when they are appropriately set at 0.75 V or 0.95 V #gsults shows the consistency of our design.
listed in Column 4 of Table V, they consumes 129.82 mW.
In these configurations, the differences between the medsur ACKNOWLEDGMENTS
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