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Abstract

A novel partial parallel decoding scheme based on the matrix structure of LDPC codes proposed in

IEEE 802.15.3c and IEEE 802.11ad standards is presented that significantly simplifies the routing

network of the decoder, and the class of parity-check matrices for which the method can be used is

defined. The proposed method results in an almost complete elimination of logic gates on the routing

network, which yields improvements in area, speed and power, with an identical error correction

performance to conventional partial-parallel decoders. A decoder for the (672,588) LDPC code

adopted in the IEEE 802.11ad standard is implemented in a 65 nm CMOS technology including place

& route with both proposed permutational decoder, and conventional partial-parallel architecture.

The proposed permutational LDPC decoder operates at 235 MHz and delivers a throughput of

7.9 Gbps with 5 decoding iterations per block. Compared to a conventional partial-parallel decoder,

the proposed decoder achieves a throughput 30% higher and at the same time requires a chip area

approximately 24% smaller.
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Chapter 1

Introduction

Low density parity check (LDPC) codes were first introduced by Galallager in 1962 [1], and

after being rediscovered in 1996 [2], these error correction codes have been constantly in the center of

attention for researchers. Their superior correction performance and highly parallelizable decoding

algorithms have resulted in adoption in many recent communication standards. In recent years,

digital video broadcasting via satellite (DVB-S2) [3], WiMax standard for microwave communications

(802.16e) [4], 10GBASE-T standard for 10 Gigabit Ethernet (802.3an) [5], Wireless Personal Area

Network (802.15.3c) [6], and new WiMax standards (802.11ad) [7] have utilized LDPC codes as their

error correction method. However, there are certain challenges in efficient hardware implementation

of codecs for LDPC codes. One of the major issues is that their decoder circuit exhibits high

interconnection complexity. As a result, the inherit parallelism in the decoding algorithm of LDPC

codes cannot be efficiently exploited. On the other hand, throughput and power requirements

of emerging communication systems have been constantly growing. For instance, recent wireless

communication standards have increased their throughput to beyond 1 Gbps [8,9,10]. These factors

have resulted in high demand for innovative and adequate methods to tackle design challenges for

LDPC codes.

Depending on the approach to exploit parallelism in the decoding algorithm of the code,

LDPC decoders are divided into two main categories: full-parallel and partial-parallel decoders.

In full-parallel decoders, every processing node is implemented in hardware, and these nodes are

connected through global wires based on the parity check matrix [11].

In partial-parallel architectures, a subset of check nodes and variable nodes of the parity

check matrix is implemented in hardware. By employing memory units and changing routing network



2

!"#

$%&
'%(

Figure 1.1: The schematic for a general partial-parallel decoder

between nodes, the update stage for different partitions of the matrix are processed. Figure 1.1 shows

a general partial-parallel decoder architecture. Adjusting the interconnection network to different

partitions is achievable by utilizing permuter networks [12], or in general a network of muxes [13].

The objective of these networks is to change the path of every bit of messages transmitted between

check nodes and variable nodes in different cycles. Therefore, a significant number of muxes is

required, which results in a substantial hardware overhead, and a considerable power dissipation

due to constant toggling over cycles. Additionally, since these muxes are in the critical path of the

signals passing through decoder, a decline in the throughput is observed.

In this work, the parity check matrix structure of architecture-aware LDPC codes proposed

for two recent IEEE standards is investigated, and based on its characteristics, a new decoding

technique is proposed. The objective of this new method is to minimize the gate count on the

routing network of the decoder, and subsequently decrease the routing network complexity. As

the result, improvements in area, throughput and power are observed. This new method can be

generalized for any LDPC code with the same characteristics (defined here as permutational). The

new scheme is based on the layered belief propagation (LBP) algorithm [14], which improves the

speed of convergence by a factor of two compared to regular belief propagation decoding [15].

1.1 Previous Work

Alleviating the interconnection complexity by improving implementation techniques based

on properties of structured LDPC codes [16], or improving the switching networks in general [17],

has been a constant field of research in recent years. However, still a considerable number of logic
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gates are used to change the configuration of routing network between cycles.

Two major publications have discussed LDPC decoders for codes similar to the ones dis-

cussed in this work. In first one, a decoder supporting four LDPC codes in IEEE 802.15.3c is

presented with the idea of simplifying the routing network by utilizing same decoding behavior be-

tween different layers and rates [18]. The proposed decoder still requires 63,168 multiplexer inputs

on the routing network. In the second work, a flexible fully pipelined architecture is implemented

for 802.11ad, supporting power and throughput requirements of the standard [19]. The advantage of

the proposed decoder is the flexibility to support different codes. However, it is achieved by applying

shifter networks which contain 14 levels of 672 2:1 multiplexers.

Although the architecture presented in this work is capable of supporting all codes in IEEE

802.15.3c and 802.11ad, it is not flexible enough to support any LDPC code. However, for designs

specific to these two standards or codes designed with same structure, this architecture can achieve

throughput requirements with far improved area and power characteristics compared to previous

work.

1.2 Project Contributions

The matrix structure of LDPC codes proposed for IEEE 802.15.3c and IEEE 802.11ad

standards is investigated. By defining valid mapping and permutational parity check matrix, the

class of matrices for which the new decoding scheme can be utilized is fully described. This class

of matrices (called permutational) contain all LDPC codes in 802.15.3c and 802.11ad. The general

architecture of the new decoding method is proposed for codes in this class with details of check node

and variable node processes. The dynamics of the permutational LDPC decoding is fully explained

on a sample matrix. It is shown how the constant shifting of values in the datapath of the decoder

over multiple cycles results in decoding process corresponding to different layers of parity check

matrix. the proposed scheme is implemented in 65 nm CMOS technology including place & route

for the (672,588) LDPC code adopted in IEEE 802.11ad standard. The results are compared with a

conventional partial-parallel decoder implemented with the same characteristics, and other similar

LDPC decoders including the ones presented in previous work section.

Implementation results for the proposed decoder in 65 nm technology for LDPC code in

802.15.3c shows over 96% reduction in number of gates on the routing network of the decoder.

This reduction in complexity of the routing network yields to 1.26× improvement in area and 1.3×

improvement in throughput of the decoder.
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1.3 Organization

This thesis is organized as follows: Chapter 2 introduces LDPC codes and decoding tech-

niques in details. Sum-Product, Normalized Min-Sum, and Layered Normalized Min-Sum algorithms

are explained, and differences between decoding architectures are described. Chapter 3 introduces

the generalized set of parity check matrices for which the method can be applied. It also presents a

general architecture for these codes, and detailed description of decoding scheme and its properties.

The hardware implementation of check nodes, variable nodes, shift network and routing network are

described as well. Chapter 4 shows how the architecture can be applied to LDPC codes in 802.11ad

and 802.15.3c standards. The decoder is implemented in 65 nm CMOS technology including place

& route for (672,588) code in 802.11ad, and the results are compared to similar decoders. Finally,

Chapter 5 concludes the work and states future work directions.
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Chapter 2

LDPC Decoding

There are certain challenges in efficient hardware implementation for LDPC codes. In

order to meet the expectations of communication standards, LDPC codec designs should have high

throughput, low area, and low power. High performance decoders need many processing nodes and

large interconnection circuitry [20]. This interconnection complexity is a major draw-back in efficient

VLSI designs for LDPC codes. LDPC decoders are divided based on how they face this challenge

into two categories: Full-parallel decoders, and partial-parallel decoders.

In full-parallel decoders, every computational unit in decoding algorithm is realized in

hardware, and global wires are used for connecting the units [11]. Full-parallel decoders have higher

throughput [21], since they can process one iteration of decoding in just one cycle. Another ad-

vantage of these decoders is that their energy efficiency is theoretically the best [22]. However, the

interconnection complexity and irregularities in connection matrix cause inefficiencies in their hard-

ware implementation [20]. Their hardware utilization is low, and large amount of power is dissipated

in their long global wires. Finally, the clock rate is decreased because of long critical path in the

decoder.

Partial-parallel decoders realize a part of parity-check matrix in hardware instead, and

other parts are processed by configuring the realized hardware [23]. These decoders usually use pipe-

lining, large memory resources, and shared computational blocks [20]. Throughput is decreased due

to several cycles needed to process one iteration. Memory resources also cause decline in throughput,

power, and area. Changing the interconnection in every cycle is another factor that adds to the power

dissipation.

LDPC decoding is mainly done by iterative message passing algorithm [24, 25]. In this
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algorithm, information is received from channel, and then by passing it between check nodes and

variable nodes for a couple of iterations, the received data is decoded. The iterative process of LDPC

decoding consists of two stages: 1) check node processing; 2) variable node processing. The equations

for check node processing and variable node processing are published in many papers. There are

two major variants of LDPC decoding: Sum-Product(SP) [26] which uses an arctg function and is

more accurate; and an approximate to Sum-Product algorithm called Min-Sum (MS) [27], which

is used widely in LDPC decoders due to its smaller hardware and low BER degradation. Layered

Normalized Min-Sum decoding [14] is another variant which is utilized in this thesis as the decoding

algorithm.

In this chapter, iterative message passing algorithm for decoding LDPC codes is explained

in details and its variants including layered decoding are described. Finally, the LDPC decoding

architectures are mentioned.

2.1 LDPC codes

LDPC codes are among linear error correcting codes, which are used to transmit data

through noisy channels. In general, error correction is a method of obtaining reliable transmis-

sion over unreliable channels by sending more bits than necessary to represent data. The added

redundancy to the transmitted information increases the minimum distance between two distinct

codewords, so if the noise in the channel changes a limited number of bits, correct information can

still be retrieved. An encoder implemented in the transmitter circuit maps the information to code-

words, and the decoder at the receiver end is responsible to retrieve the transmitted data. There are

many error correcting codes available today and LDPC codes are one of the highly efficient codes

adopted in different communication standards.

Definition H parity check matrix : The binary M × N matrix that uniquely defines the LDPC

code. The number of rows in the parity check matrix, M , is equal to the number of check nodes in

the decoder and the number of parity check equations for the code. The number of columns, N , is

the number of variable nodes and the number of bits in each codeword. The 1’s in the parity check

matrix determine how check nodes and variable nodes are connected in the decoder. Furthermore,

K = N − rank specifies the information length, and the rate of the code, K/N , shows how much

information is transmitted by each bit.
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Figure 2.1: A parity check matrix and its corresponding tanner graph

Definition Row weight : The number of 1’s in a row of a parity check matrix is specified by the row

weight, Wr.

Definition Column weight : The number of 1’s in a column of a parity check matrix is specified by

its column weight, Wc.

Definition Irregular LDPC codes: The LDPC code is irregular if its rows or columns have different

weights. Consequently, in regular LDPC codes, row weights are the same for all rows and column

weights are the same for all columns.

Definition Tanner graph: For every column and row in the parity check matrix, a variable node

or check node is defined respectively. Then two nodes are connected if their corresponding element

in the matrix is 1. The result is called a Tanner graph [28].

Figure 2.1 shows a very simple parity check matrix and its corresponding tanner graph.

The matrix has three check nodes and four variable nodes (M = 3, N = 4). The connections

between variable nodes and check nodes are based on the 1’s in the matrix. The row weights are not

the same for all rows, therefore the corresponding code is irregular. First row in the matrix implies

that there is a parity check equation between second and fourth bits in its codewords.
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Figure 2.2: The iterative decoding process for LDPC codes

2.2 LDPC Decoding Algorithms

As mentioned earlier, LDPC decoding is usually done through an iterative message passing

algorithm. The simplified flow for the process is shown in Figure 2.2. The information from channel is

initialized in variable node messages, and check node messages are initialized to zero. Then updated

messages from check nodes are transmitted to variable nodes based on connections in Tanner graph.

After variable node update stage is done, they pass their messages to check nodes again, and generate

output bits. The output bits go through a syndrome check stage to check if they pass parity check

equations and match any of the codewords. Iterative message passing between check nodes and

variable node continue until the input is decoded and output bits match one of the codewords, or

the number of iterations pass a certain threshold.

In order to explain the decoding algorithms and its variations in detail, the following

definitions are used throughout this work:

λj Log-likelihood ratio of channel information (a priori value) for j-th variable node.

Rij Message from check node i to variable node j.

Qij Message from variable node j to check node i.

Qj Sum of check node messages and channel information in variable node j (a posteriori probability

ratio).

The set of variable nodes connected to check node i is denoted by V (i), and this set excluding

variable node j is shown by V (i)\j.
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2.2.1 Sum-Product Algorithm

Sum-Product algorithm [26] is the accurate version of LDPC decoding based on iterative

message passing algorithm. Assume that a binary codeword (x1, x2, ..., xN ) is transmitted over an

additive white Gaussian noise (AWGN) channel using binary phase-shift keying (BPSK) modulation,

and (y1, y2, ..., yN ) is received instead. Log-likelihood ratio of channel information (λj) is calculated

from:

λj = loge(
P (xj = 0|yj)

P (xj = 1|yj)
) (2.1)

Sum-Product algorithm is explained in these steps:

1. Initialization: Qj values are initialized by the log-likelihood ratio of channel information (λj),

and all the messages between check nodes and variable nodes are set to zero. In other words,

variable node outputs (Qij) are initialized by the log-likelihood ratio of channel information

in the corresponding bit for that variable node (λj).

2. Update stage - check node update: For every check node i, the following equation is calculated

for every variable node j connected to that check node (j ∈ V (i)):

Rij =
∏

j′∈V (i)\j

sign(Qij ′)

︸ ︷︷ ︸

Sign Calculation

×φ−1(
∑

j′∈V (i)\j

φ(|Qij ′ |))

︸ ︷︷ ︸

Magnitude Calculation

(2.2)

φ(x) = − log(tanh
|x|

2
) (2.3)

The φ(x) function is implemented in hardware by using a look-up table.

3. Update stage - variable node update: After check node to variable node messages are calculated,

for each variable node, j, the message going to check node i is calculated as follows:

Qij = λj +
∑

i′∈C(j)\i

Ri′j (2.4)

Same way as in the check node update stage, information from all connected check nodes are

used in the calculation of Qij except message from check node i. The variable node and check

node update stages are processed iteratively.

4. Syndrome check and early termination: In variable node update stage, in addition to messages



10

to check nodes, a posteriori probability ratio is calculated for each variable node:

Qj = λj +
∑

i∈C(j)

Rij (2.5)

The sign of Qj is used as an estimation for the output bit corresponding to variable node j. In

other words, assuming the output code vector to be X̂ = (x̂1, x̂2, ..., x̂N ), the estimated code

vector is calculated from:

x̂j =







1, if Qij ≤ 0

0, if Qij > 0

(2.6)

Then the syndrome check is done by observing if H · X̂T = 0. Without early termination,

the decoding process is finished after a pre-defined number of iterations, Imax, has passed.

However, if the syndrome check was satisfied, the output code vector is a valid codeword for

the parity check matrix, and the decoding process can be terminated earlier than Imax.

2.2.2 Normalized Min-Sum Algorithm

As mentioned before, the check node update stage in Sum-Product algorithm is imple-

mented in hardware by utilizing a look-up table for the φ(.) function, which results in hardware over-

head. By accepting a negligible degradation in bit-error rate performance, Min-Sum algorithm [27]

simplifies the check node processing for efficient hardware implementation. In this algorithm, in-

stead of computing a non-linear function, min(.) is calculated over check node inputs. In order to

compensate for BER degradation, a normalizing factor (SfactorMS) is utilized as well. The check

node update equation for Min-Sum algorithm is then:

Rij = SfactorMS ×
∏

j′∈V (i)\j

sign(Qij ′)

︸ ︷︷ ︸

Sign Calculation

× min
j′∈V (i)\j

(|Qij ′ |)

︸ ︷︷ ︸

Magnitude Calculation

(2.7)

Other steps in the decoding process such as initialization, variable node update stage, and

syndrome check are exactly the same as Sum-Product algorithm.

In Min-Sum algorithm, in order to find the check node output Rij , min(.) over all variable

node outputs connected to check node i excluding variable node j should be calculated. This

process is simplified by finding first and second minimum (min1,min2) over magnitude of variable

node outputs connected to check node i. Assuming min1 comes from variable node jmin1 and min2
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from variable node jmin2:

Rij =







∏

j′∈V (i)\j sign(Qij ′) × min1 , for j 6= jmin1

∏

j′∈V (i)\j sign(Qij ′) × min2 , for j = jmin1

(2.8)

Moreover, sign calculation can efficiently be implemented in hardware by XOR gates.

2.2.3 Layered Normalized Min-Sum Algorithm

In conventional belief propagation algorithm for LDPC decoding, the processing stage for

check nodes and variable nodes are done separately in each iteration. In other words, processing

variable nodes in one iteration is done after processing of all the check nodes is completed for that

iteration. However, in layered decoding the variable or check nodes can update their outputs after

partial processing of the other set of nodes. Layered LDPC decoding [14] can increase the speed of

convergence for code blocks by two times [15].

In horizontal version of layered LDPC decoding used here, the check nodes are divided

into a number of layers, Y . In each iteration, after the processing of check nodes in one layer is

finished, their messages to variable nodes get updated. In belief propagation algorithm, variable

nodes update their outputs after processing of all check nodes in layers are complete. However in

layered decoding, variable nodes use these inputs to update their messages to check nodes in layers

which are not processed yet in current iteration. In this work, layered scheduling with normalized

Min-Sum [29] as the update procedure in the check nodes is utilized.

The layered decoding algorithm using normalized Min-Sum in check nodes is summarized

in the following steps:

1. Initialization: Qj values are initialized by the log-likelihood ratio of channel information (λj),

and all the messages between check nodes and variable nodes are set to zero.

2. Processing of layers: Assume L0, L1, ..., LY −1 to be the layers of the matrix, then for every

decoding iteration:

for k = 0 : (Y − 1) do

for i ∈ check nodes of Lk do

Qij = Qj − Rij(old) (2.9)
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Rij = SfactorMS ×
∏

j′∈V (i)\j

sign(Qij ′)

︸ ︷︷ ︸

Sign Calculation

(2.10)

× min
j′∈V (i)\j

(|Qij ′ |)

︸ ︷︷ ︸

Magnitude Calculation

Qj = Qij + Rij (2.11)

end for

end for

Where Rij(old) represents the stored value of Rij from previous iteration and SfactorMS is

the correction factor for the normalized Min-Sum. By storing Rij(old) values in check nodes

and passing Qj values through them in each cycle, all the processing for this step can be done

in check nodes.

3. Syndrome check and Termination of Decoding: Based on Qj values in every step, the estimated

bits for the output are generated by variable nodes based on the following:

x̂i =







1, if Qi ≤ 0

0, if Qi > 0

(2.12)

If the estimated bits satisfy all the parity check equations, or the number of iterations exceeds

a predefined maximum value (Imax), then the decoding is terminated.

2.3 LDPC Decoding Architectures

The inherent parallelism in LDPC decoding algorithms on one hand, and the large inter-

connection complexity caused by implementing all parallel nodes in the hardware on the other hand,

has resulted in different approaches towards decoding architectures. Based on to what degree the

parallelism is exploited, the decoding architectures are divided into two main categories: full-parallel

and partial-parallel.
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2.3.1 Full-parallel Decoders

In full-parallel architectures, every check node and variable node in the parity check matrix

is implemented in hardware, along with all the connections required for passing messages between

them. The update stage for check nodes is done in parallel since all the check nodes are implemented

in hardware, then the messages are transmitted to the variable nodes, and later variable nodes are

processed in parallel as well. Consequently, one iteration of decoding can be done in just one clock

cycle. This means that this architecture has the best throughput, and needs no memory to store

intermediate messages. Full-parallel implementations have also the best power efficiency among

LDPC decoders [22].

However, full-parallel architectures are not widely used unless very high throughputs are

required. The main reason is the high interconnection complexity caused by large number of long

global wires between check nodes and variable nodes [cite trends]. This problem grows dramati-

cally when the code length increases. The high interconnection complexity results in lower than

expected improvements in throughput compared to partial-parallel decoders. Additionally, since the

interconnection network is implemented fully in wires, there is no efficient way to reconfigure the

architecture to support more than one LDPC code. As the result, this architecture cannot be used

as the decoding hardware in standards with multiple code rates. Large circuit area is also another

drawback for full-parallel architectures.

2.3.2 Partial-parallel Decoders

The main idea behind partial-parallel implementations is to build a balance between par-

allelism in decoding and the interconnection wiring complexity. In this architecture, a subset of

variable nodes and check nodes are implemented in hardware, and by changing the routing network

between implemented nodes, different partitions of parity check matrix are processed. Since interme-

diate messages need to be stored, memory resources are essential for this architecture. One iteration

of decoding takes multiple cycles, which means the throughput is lower compared to full-parallel

decoders. However, the decoding circuit is much smaller. Figure 1.1 on page 1 shows the general

partial-parallel architecture.

Most of LDPC codes adopted in recent standards belong to Quasi-cyclic class of codes [24,

30]. The parity check matrices of these codes are block structured, which makes them well suited

for partial-parallel implementations. The parity check matrix for this class of codes is constructed

by smaller submatrices, each is either an all-zero submatrix or a permutation of an identity matrix.
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For example,

H =
























1 0 0 0 0 1 0 0 0

0 1 0 1 0 0 0 0 0

0 0 1 0 1 0 0 0 0

0 1 0 1 0 0 0 1 0

0 0 1 0 1 0 0 0 1

1 0 0 0 0 1 1 0 0
























is a quasi-cyclic parity check matrix constructed from 3 × 3 identity matrix and its permutations:

p0 =











1 0 0

0 1 0

0 0 1











, p1 =











0 0 1

1 0 0

0 1 0











, p2 =











0 1 0

0 0 1

1 0 0











The H matrix can also be represented in a shorter format by the permutation index of its submatrices

as following:

H =







0 1 −

2 0 2







where − shows an all-zero submatrix. Although the routing network is much simpler in partial-

parallel decoders comparing to full parallel ones, it is still a challenge for efficient hardware imple-

mentation, specially when the high throughput requirements force large number of implemented

processing nodes in hardware. Adjusting the interconnection network to different partitions is

achievable by utilizing Permuter networks [12], or in general a network of muxes [13]. Since the

routing network becomes adjustable, reconfigurability can be entered into the design, therefore this

architecture is ideal for standards supporting multiple code rates.

The objective of muxes on the routing network of partial-parallel decoders is to change

the path of every bit of messages transmitted between check nodes and variable nodes in different

cycles. Therefore, a significant number of muxes is required, which results in a substantial hardware

overhead, and a considerable power dissipation due to constant toggling over cycles. Additionally,

since these muxes are in the critical path of the signals passing through decoder, a decline in the
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throughput is observed.

In following chapters, a new partial-parallel architecture based on the characteristics of

parity check matrix of LDPC codes adopted in some of recent IEEE standards is presented. This new

architecture significantly simplifies the routing network of the decoder, which results in improvements

in area, power and throughput.
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Chapter 3

Proposed Architecture

In this chapter, our new LDPC decoding architecture is presented. First the class of ma-

trices for which this decoding architecture can be implemented for is introduced. then the decoding

method is explained in details on a sample matrix. The class of matrices the method works for is

named permutational and the method is called permutational LDPC decoding here. The decoding

scheme uses layered normalized min-sum as the update procedure for check nodes.

3.1 Basic Definitions

3.1.1 Valid Mapping

As mentioned earlier, in layered scheduling the parity check matrix (H) is divided into

a number of layers, Y . Each of these layers contains a certain number of check nodes, Ml (i.e.

Ml = M/Y ). Furthermore, assume any horizontal partitioning of the matrix, dividing it into U

groups of Nc columns (i.e. Nc = N/U). Each of these column partitions are called a column group

here. Additionally, assume Submatrix (l , c) to be the submatrix in layer l and column group c.

Figure 3.1 shows a simple matrix represented by its submatrices. As shown in the figure, the matrix

has four layers and four column groups, and Submatrix (1 , 3 ) = C.

A mapping from the column groups of layer L1 to column groups of layer L2 is called valid

if it has the following two properties:

1. It is one-to-one, meaning each column group in layer L1 is mapped to one and only one column

group in layer L2,

2. Every non-zero submatrix in layer L1 is mapped to an equal or an all-zero submatrix in layer
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Figure 3.1: Layers, a column group, and Submatrix (1 , 3 ) are shown for the parity check matrix H
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Figure 3.2: The mapping MP is valid based on the definition from Layer 1 to Layer 2

L2,

Figure 3.2 shows a mapping (MP ) that is valid from Layer 1 to Layer 2.

The ability to find a valid mapping between two layers implies that the basic elements

building these two (submatrices) are the same. This definition is valuable since by finding an efficient

way to implement this mapping in the hardware, the number of different connection submatrices

required to support both layers cuts in half.

3.1.2 Permutational Matrix

For a parity check matrix, if a permutation of layers shown by P = (L0, L1, ..., LY −1) and

a mapping MP exists such that:

1. ∀k ∈ {0, ..., Y − 2} : MP is valid from layer Lk to Lk+1,

2. MP is valid from layer LY −1 to layer L0.

then the matrix is called Permutational with valid mapping MP . Figure 3.3 shows that the matrix

in Figure 3.1 is permutational.
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Figure 3.3: A permutation of layers mapped by MP from Figure 3.2 implying matrix H is
permutational
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Figure 3.4: The schematics for general permutational LDPC Decoder, the routing network is a
constant wiring network implemented based on inverse of valid mapping defined on parity check
matrix and the layer with maximum row weight, Lmax

In a permutational parity check matrix, the set of submatrices building layers are the same.

Additionally, a constant mapping over one layer can rearrange these submatrices to generate the

configuration of all layers.

The definition of permutational parity check matrices covers a wide range of codes, including

(672,336), (672,504) and (672,588) LDPC codes adopted in IEEE 802.15.3c (WPAN) standard and

(672,336), (672,504) and (672,588) codes proposed in IEEE 802.11ad (WiFi). In the next section,

it is shown that a new partial-parallel decoding scheme (called permutational LDPC decoding here)

can be developed for these matrices that significantly simplifies the routing network of the decoder,

by eliminating almost all the gates on the network.
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3.2 Permutational LDPC Decoding

In the method proposed in this work, the V-to-C and C-to-V routing networks are hard-

wired based on one of the layers in the parity check matrix. These two networks need no gates to

adjust decoding process to different layers, except a minimal number of gates for cases where the code

is irregular. This exception is explained later in details. In this architecture, an additional fixed

wiring network is coupled with V-to-C routing. The responsibility of this network is to perform

a constant shift over messages from variable nodes. Although the physical routing network has

no change over different sub-iterations, the shift in the variable node messages produces different

decoding process, matching to different layers. The method is described in this section.

For a permutational parity check matrix with Y × Ml rows and U × Nc columns, the

architecture of the general permutational LDPC decoder is shown in Figure 3.4. The number of

implemented check nodes are the number of rows in a layer (i.e., Ml), and the number of implemented

variable nodes are the overall number of columns in the matrix (i.e., U × Nc). The original routing

network between check nodes and variable nodes is hard-wired based on the layer with highest row

degree, Lmax, and the coupled shifting network is implemented based on the inverse of valid mapping

defined on matrix (Mapping−1 ). In the first iteration, the variable node output signals are initialized

by the log-likelihood ratio of channel information.

In order to explain how the decoding process works, the decoding scheme is implemented for

the parity check matrix in Figure 3.1. For this simple matrix, the architecture for the permutational

decoder is shown in Figure 3.5. Since the row weights are the same for all layers in the matrix, there

is no preferences in choosing the implemented layer in hardware, and layer 4 is chosen arbitrarily.

The shifting network is based on the inverse of mapping in Figure 3.2. The naming for the signals

in Figure 3.5 is as following:

Fj : Registered output from variable node j,

F0..(Nc−1) : The vector of Fj values from first Nc variable nodes,

Sj : Signals after the shifting network,

Gj : Contains check node results after their process is finished (Qj in equation 2.11)

Table 3.1 shows how the Qj values corresponding to different column groups in the matrix

in Figure 3.1 change over time and in location. The table follows these values in four sub-iterations

of the first decoding iteration, and shows how they are updated by check nodes. In this architecture,
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Figure 3.5: The schematics of a permutational LDPC Decoder for the matrix defined in Figure 3.1

Clk Phase of Qj of first Qj of second Qj of third Qj of fourth Cycle

Process Nc columns Nc columns Nc columns Nc columns Result

0 Initial λ0..(Nc−1) λNc..(2Nc−1) λ2Nc..(3Nc−1) λ3Nc..(4Nc−1) -

1

Loc. in F 0..(Nc − 1) Nc..(2Nc − 1) 2Nc..(3Nc − 1) 3Nc..(4Nc − 1)

Loc. in S 3Nc..(4Nc − 1) 0..(Nc − 1) Nc..(2Nc − 1) 2Nc..(3Nc − 1) Layer

Eff. Conn. A B C D 1

Loc. in G 3Nc..(4Nc − 1) 0..(Nc − 1) Nc..(2Nc − 1) 2Nc..(3Nc − 1) proc.

2

Loc. in F 3Nc..(4Nc − 1) 0..(Nc − 1) Nc..(2Nc − 1) 2Nc..(3Nc − 1)

Loc. in S 2Nc..(3Nc − 1) 3Nc..(4Nc − 1) 0..(Nc − 1) Nc..(2Nc − 1) Layer

Eff. Conn. D A B C 2

Loc. in G 2Nc..(3Nc − 1) 3Nc..(4Nc − 1) 0..(Nc − 1) Nc..(2Nc − 1) proc.

3

Loc. in F 2Nc..(3Nc − 1) 3Nc..(4Nc − 1) 0..(Nc − 1) Nc..(2Nc − 1)

Loc. in S Nc..(2Nc − 1) 2Nc..(3Nc − 1) 3Nc..(4Nc − 1) 0..(Nc − 1) Layer

Eff. Conn. C D A B 3

Loc. in G Nc..(2Nc − 1) 2Nc..(3Nc − 1) 3Nc..(4Nc − 1) 0..(Nc − 1) proc.

4

Loc. in F Nc..(2Nc − 1) 2Nc..(3Nc − 1) 3Nc..(4Nc − 1) 0..(Nc − 1)

Loc. in S 0..(Nc − 1) Nc..(2Nc − 1) 2Nc..(3Nc − 1) 3Nc..(4Nc − 1) Layer

Eff. Conn. B C D A 4

Loc. in G 0..(Nc − 1) Nc..(2Nc − 1) 2Nc..(3Nc − 1) 3Nc..(4Nc − 1) proc.

Table 3.1: The table follows Qj values corresponding to columns of the matrix in Figure 3.1 as they
change location in decoder of Figure 3.5 in different sub-iterations, so that in every sub-iteration
these values are fed to check nodes through proper connection matrix, and all four layers of the
matrix are processed in one decoding iteration

each sub-iteration is processed in one clock cycle. For the purpose of clarification, following Qj

values for first Nc columns (first column group) is summarized in these steps:

1. Sub-iteration 0:

Qj values should be initialized by the log-likelihood ratio of channel information (λj). The Qj
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values are the outputs of the variable nodes in layered decoding algorithm. These outputs are

registered to generate Fj signals. Therefore, when the first clock cycle begins, all signals at the

output side of main registers in datapath are registered as their corresponding log-likelihood

ratio from channel. This means F0..(Nc−1) = λ0..(Nc−1),

2. Sub-iteration 1:

(a) The shifting network results in movement of Qj values corresponding to column groups.

This movement is based on the inverse of valid mapping defined on the parity check

matrix. Consequently, S3Nc..(4Nc−1) = F0..(Nc−1) = λ0..(Nc−1),

(b) The Sj signals are transmitted to check nodes through V-to-C connection network.

This network is implemented based on layer 4 in parity check matrix. As the result,

S3Nc..(4Nc−1) (= λ0..(Nc−1)) are fed to check nodes through submatrix A. This submatrix

is the proper connection matrix for λ0..(Nc−1) in processing of layer 1. Other λj values

are connected to check nodes based on layer 1 as well. Therefore, layer 1 is processed

properly in first sub-iteration. The updated Qj ’s for first Nc columns are produced at

G3Nc..(4Nc−1) as the output from check nodes. These signals are then transmitted to last

Nc variable node units in the architecture. If the decoded bits from variable nodes are

registered at the end of this cycle, the order of output bits is corrupted. For instance,

first Nc bits of the codeword are generated at last Nc variable nodes. Let Qj
(1) represent

Qj after layer 1 is processed,

3. Sub-iteration 2:

(a) After direct registration of variable node outputs, Qj
(1) values corresponding to first Nc

columns are at the last Nc register outputs, F3Nc..(4Nc−1). The fixed shift based on inverse

mapping is done again, so S2Nc..(3Nc−1) = F3Nc..(4Nc−1) = Q0..(Nc−1)
(1).

(b) S2Nc..(3Nc−1) are transmitted to check nodes based on submatrix B. However, in this

sub-iteration these signals contain values corresponding to first column group. Passing

Q0..(Nc−1)
(1) to check nodes through B is the proper configuration in layer 2. Examining

other column groups shows that layer 2 is processed properly in current sub-iteration.

Q0..(Nc−1)
(2) are generated in G2Nc..(3Nc−1), and are sent to variable nodes 2Nc to 3Nc−1,

4. Sub-iterations 3:

In third cycle of the decoding process, Q0..(Nc−1)
(2) values are transmitted to SNc..(2Nc−1)

= F2Nc..(3Nc−1) after passing the shift network. These signals contain posteriori probability
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ratios for first Nc columns updated after first two layers are processed. They are then con-

nected to check nodes in the architecture based on connection matrix C. The way Qj values

corresponding to other columns of the matrix match the connection matrices on the routing

network shows that layer 3 is processed in this sub-iteration. Before the current cycle ends,

Q0..(Nc−1)
(3) are ready to get registered at the output side of second Nc variable nodes.

5. Sub-iterations 4:

Layer 4 is processed properly in this cycle. Q0..(Nc−1)
(3) values are shifted, and they are

passed to check nodes through a connection matrix based on D. At the end of fourth sub-

iteration, all four layers are processed and one decoding iteration is complete. Additionally,

at the output side of check nodes, Q0..(Nc−1)
(4) go through first Nc variable nodes in the

architecture. Therefore, these variable nodes represent the first Nc columns of the matrix.

The generated bits from all the variable nodes in the architecture are in the correct order in

current cycle. By registering the outputs when the cycle ends, no shifting is needed in the

output side.

In general, the decoding process in the proposed scheme starts for each iteration with layer

L1, for which M is valid from Lmax to L1. Afterward, layer L2 gets processed for which M is valid

from L1 to L2. The last layer that gets processed in a decoding iteration is Lmax, for which the

output bits are registered. The only disadvantage of the proposed architecture comparing to the

original layered-decoding partial-parallel architecture is that the syndrome check can not be done

after processing each layer. Without adding extra logic to shift back the output bits to their proper

place, syndrome check can only be done at the end of one complete iteration.

Although the shifting of Qj values is done in hardware, for Rij values shifting is not

necessary, since registering is done inside every check node separately. Overall, by using a constant

routing network, the movement between layers is managed without using any gates. The only gates

that should be used in the routing network are for the column groups which have irregularity in

the matrix structure. Also It should be mentioned that the complexity of the routing network is

not changed dramatically. The shifting network and the connection network based on matrix are

in series, so they can be assumed as one overall shifting network, comparable to any other V-to-C

routing network in conventional partial-parallel decoders, but with no gates.

Although the physical routing network has no change over different sub-iterations, the shift

in the variable node outputs produces different decoding process, matching to different layers.
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Figure 3.6: The update stages inside check nodes: Qj values coming from variable nodes in the
architecture get updated in the check nodes.

3.3 Architecture Overview

3.3.1 Check Nodes

As mentioned before, the number of implemented check nodes in the proposed architecture

is the number of rows in one layer, Ml. The check nodes in the architecture are responsible for

processing update equations for Normalized Min-Sum algorithm. Check node update in Normalized

Min-Sum algorithm consists of three stages which are shown in Figure 3.6.

In first update stage, the check node to variable node messages from last iteration are

subtracted from a posteriori probability ratio for current iteration (Eqn. 2.9) to produce variable

node to check node messages. Therefore, the check node messages from last iteration should be

stored. Additionally, Check nodes in the proposed architecture are utilized to process update stages

for all layers in the parity check matrix. For instance, CN 0 processes check node update stage for

first row in each layer of parity check matrix. In this architecture, a queue of Y flops is used to store

check node messages from last iterations. The check node to variable node messages are registered

in first flop of this queue when process of current layer is finished. After Y clocks, when the process

of one iteration is complete and check nodes are processing same layer in parity check matrix again,

these messages are at the output of the last flop in the queue and ready to get subtracted from

variable node outputs.

Second update stage in check node for Layered Normalized Min-Sum is the main check node

update stage in Min-Sum algorithm (Eqn. 2.11). Using variable node to check node messages pro-

duced in the first stage, check node to variable node messages are generated by sign and magnitude

calculation. The sign calculation is done by multiplying signs of variable node messages except the

one the check node message is calculated for. In this architecture, sign calculation is implemented
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Figure 3.7: Magnitude calculation in check nodes
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Figure 3.8: Sign calculation in check nodes

by doing XOR over all sign bits of variable node messages, as shown in Figure 3.7. Eventually, for

each check node message, the sign of corresponding variable node message is XORed with the overall

sign.

The magnitude calculation is processed by finding the first and second minimum over the

magnitude of all variable node messages connected to the check node. The first minimum is used for

the magnitude part of all check node messages except the one corresponding to the variable node

with that minimum as its message. For that variable node, the second minimum is used. Finding

the first and second minimum of magnitude of all variable node messages is done by first changing

their format to sign magnitude, and then comparing them two by two in a number of levels. The

magnitude calculation is shown in Figure 3.8.

In last update stage, the produced check node messages are substituted with the messages

from last iteration in the a posteriori probability ratio for variable nodes. The produced values are
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Figure 3.9: The simple logic in each variable node to generate decoded bits

the outputs to variable nodes in the architecture. They are registered and given to variable nodes

in the next cycle. The overall check node update process is shown in Figure 3.6.

3.3.2 Variable Nodes

The number of implemented variable nodes in permutational decoder architecture is equal

to the number of columns in the parity check matrix, N . In conventional Min-Sum LDPC decoding,

variable nodes are responsible for accumulating incoming check node messages, generating decoded

bit corresponding to the variable node based on the sign of the result, and subtracting each check

node message from the result to produce variable node messages. However, in the architecture in

this work, accumulating check node messages and subtracting each of them later from the result are

summarized in check node update process. The input to the variable nodes are Qj values instead

of Qij . Therefore the variable nodes here are only responsible to generate output bits. Figure 3.9

shows the simple logic in each variable node.

3.3.3 Shift Network

The shift network in the architecture is a constant wiring network based on the inverse

of valid mapping for the parity check matrix. Since this shifting network is in series with the

hard-wired variable node to check node routing, these two can be considered as one overall routing

network comparable to any conventional network between variable nodes and check nodes, but with

almost no gates. Additionally, the shift network is only implemented in the datapath of variable

node to check node messages. The check node to variable node messages only go through the routing

network based on one layer in parity check matrix.

Usually in communication standards, multiple LDPC codes with different code rates and
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parity check matrices are adopted to support different bit-error rate ranges. For instance, 802.11ad

draft has mentioned three LDPC codes with code rates 1/2, 3/4 and 7/8. Interestingly, all of

these three LDPC codes have permutational structure, and their parity check matrices have the

same valid mapping. This gives the permutational LDPC decoding architecture the potential to

effectively support multiple code rates.

3.3.4 Hard-wired Routing Network

The hard-wired routing network includes a wiring network passing shifted variable node

outputs to check nodes, and another wiring network passing check node outputs to variable nodes.

These two wiring networks are implemented based on the layer with highest row degree in parity

check matrix. They are equivalent to the routing network of a full-parallel LDPC decoder based on

a matrix consisting of only the layer with the highest row degree in original parity check matrix.

The big advantage in this architecture comes from the fact that these two routing networks need

almost no gate to support decoding process for other layers. The only gates needed in the routing

network of this decoder is to support irregularities in the parity check matrix. It was mentioned

in the definition of valid mapping that 1) there is no constraint on the submatrix it maps to an

all-zero submatrix, and 2) if it maps a non-zero submatrix to an all-zero one, it is still valid. These

two conditions are essential in including irregular LDPC codes adopted in 802.11ad and 802.15.3c

in permutational LDPC codes. The architecture is implemented based on the layer with the highest

row degree. To process layers with an all-zero submatrix, the Qj values corresponding to columns

of that submatrix should neither affect the process of check nodes nor get updated based on check

node outputs. In other words, those Qj values should be disconnected from check nodes in that

sub-iteration. This is done by using a multiplexer between Qj and its positive maximum possible at

the input side of check nodes, and another multiplexer between Qj from variable node and updated

Qj from check node at the output side. These multiplexers are only used for columns in submatrices

that get all-zero once in layers of the matrix.

3.3.5 Output Bit Registers

Due to circulation of Qj values in the architecture during different sub-iterations, unless

a shifting mechanism is implemented for variable nodes, output bits are not in correct order in all

sub-iterations except the last one. As the result, registering of variable node outputs is done only

at the last sub-iteration (the last cycle of one iteration). The only degradation in the performance
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for this architecture compared to conventional layered LDPC decoders is that syndrome check can

be done only after one iteration is complete.



28

Chapter 4

Hardware Implementation for

IEEE 802.11ad

In this chapter, the permutational decoder for the (672,588) LDPC code proposed in IEEE

802.11ad standard is implemented in 65 nm CMOS technology, and the results are compared to a

conventional partial-parallel decoder for the same code and other similar partial-parallel decoders.

The gate count for logic on the routing network of the proposed decoder shows over 96% reduction,

which results in improvements in area, power, and throughput comparing to similar decoders. The

same architecture can be implemented for (672,504) and (672,336) LDPC codes proposed for IEEE

802.11ad or LDPC codes adopted in IEEE 802.15.3c standard.

4.1 LDPC Codes in IEEE 802.11ad

The parity check matrices of (672,588), (672,504) and (672,336) LDPC codes proposed for

802.11ad are shown in Figure 4.1. Each numerical value in the matrices represent a permutation

of 21 × 21 identity matrix, and submatrices with no value are all-zero ones. A mapping is valid

between two submatrices if it maps submatrices with same numerical value, or maps from or to

an all-zero submatrix. Since the row degrees and column degrees are different between different

rows and columns of each parity check matrix, all three codes are irregular. Table 4.1 shows the

distribution of row degrees between layers of three codes. Row degrees of rows inside one layer of

these parity check matrices are the same. However, different layers have different row degrees, and

their values are different between three codes. On the other hand, column degrees have the same
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Figure 4.1: The parity check matrices of LDPC codes proposed in IEEE 802.11ad

range across different code rates. The highest row degree (Wr) for all three matrices is 32, and the

highest column degree (Wc) is 4.

Figures 4.2, 4.3 and 4.4 show how a valid mapping exits over the layers of parity check

matrices for codes proposed in 802.11ad. This valid mapping and the incremental permutation of

layers show that all these three matrices are permutational. Therefore, based on the valid mapping

and the layer with highest row degree, a permutational LDPC decoding architecture can be imple-

mented for all three code rates. Figures 4.2, 4.3 and 4.4 also show that the valid mapping for all

three codes in 802.11ad are the same. Additionally, the layer with highest row degree in all three

codes has the same location in parity check matrices, and the connection matrix based on this layer
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(672,588) (672,504) (672,336)

Layer 1 29 14 5

Layer 2 30 15 7

Layer 3 31 13 6

Layer 4 32 16 8

Table 4.1: Row degrees (Wr) for different layers of 802.11ad LDPC codes

Figure 4.2: The valid mapping shown and the permutation (1,2,3,4) demonstrate that the parity
check matrix of IEEE 802.11ad (672,588) LDPC code is permutational

can be easily reconfigured to support all three codes by separating a check node in higher rate into

multiple check nodes in lower rates. This implies that the architecture in this work has the potential

to support multiple code rates and reconfigurability in the hardware efficiently.

In this work,the permutational LDPC decoder is implemented for (672,588) code, which

has the highest code rate among three codes, 7/8. The parity check matrix of the (672,588) code has

M= 84 rows, N= 672 columns. These rows and columns can be divided into Y = 4 layers and U=

32 column groups. As the result, every submatrix has 21 × 21 dimension. The mapping shown in

Figure 4.2 with the sequence of layers 1,2,3,4 implies that the parity check matrix is permutational.
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Figure 4.3: The parity check matrix of (672,504) LDPC code in IEEE 802.11ad is permutational.
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Figure 4.4: The parity check matrix of (672,336) LDPC code in IEEE 802.11ad is permutational.

4.2 Design Parameters

As mentioned earlier, the number of implemented check nodes in permutational decoder is

equal to the number of check nodes in one layer, and all of the variable nodes are implemented in

hardware. Therefore, the architecture for (672,588) code in 802.11ad has 21 check nodes and 672

variable nodes in hardware. The number of implemented variable nodes stay the same for all the

rates in 802.11ad, however the number of check nodes get 2× for (672,504) and 4× for (672,336)

codes.

The V-to-C and C-to-V routing networks in the architecture are based on the connection

matrix of layer with highest row degree, which is layer 4 for all three code rates. Consequently, each

check node is connected to 32 variable nodes. The shifting network coupled with V-to-C routing is

implemented based on the inverse of valid mapping on the parity check matrix. The valid mapping

is shown in Figure 4.2. The inverse of this mapping is implemented by fixed wiring in the hardware,

and is responsible for shifting data in multiple cycles of one iteration to generate decoding process

corresponding to different layers. There are no other gates required to adjust the decoding process

to different layers in regular codes. However, since the parity check matrix of the code is irregular,

a couple of muxes are required to bypass all-zero submatrices in processing of layers with less row

weights. These muxes are only applied to output and input ports of variable nodes corresponding

to columns of all-zero submatrices in matrix (column groups 29, 30, 31 and 32 in (672,588) code).
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At the output side of these variable nodes, the mux chooses between the real output of variable

node and maximum positive value possible for that signal. At the input side, another mux chooses

between the output from check nodes and the output of variable node in current cycle. These are

the only gates required on the routing network of decoder.

The variable node messages in decoder are initialized by channel information. After pro-

cessing of check nodes and variable nodes corresponding to four layers of parity check matrix is

finished in four cycles, one iteration of decoding is complete. The decoded bits coming from variable

nodes are in correct order after 4 cycles, and they are registered at the end of one iteration. Early

termination by syndrome check can be applied after each iteration.

The remaining design parameters to be discussed are correction factor in Min-Sum algo-

rithm (SfactorMS), maximum number of iterations for decoding (Imax), and decoding datapath

quantization. These parameters are determined based on MATLAB simulation of the decoding

algorithm with different combinations to get to an optimum trade-off between bit-error rate per-

formance and architecture requirements. For (672,588) LDPC code proposed in IEEE 802.11ad,

SfactorMS = 0.75, Imax = 5, and data-path quantization of 6 bits (4 bits before and 2 bits after

the radix point) yield to minimum degradation compared to floating point algorithm.

Figure 4.5 compares different data-path quantizations for proposed architecture assuming

SfactorMS = 0.75 and Imax = 5. As shown in the figure, 6-bit quantization of messages results in

less than 0.1 dB degradation comparing to floating point algorithm until 10−5 bit error probability.

On the other hand, 5-bit quantization shows significant degradation in BER performance, to the

extent that it is comparable to no decoding at all.

The BER performance diagrams for comparing different SfactorMS values is shown in

Figure 4.6. Like previous simulations for data-path quantization, other parameters such as quan-

tization and Imax are fixed at their optimum values, and SfactorMS is changed to find the value

yielding to best BER performance. The BER diagram shows that SfactorMS = 0.75 gives over

0.25 dB improvement in bit error probability compared to other values such as 0.5 or 1. In check

node update equations, SfactorMS multiplication is applied to every check node to variable node

message. However, in hardware implementation in check nodes, SfactorMS = 0.75 is only applied

to first and second minimum over absolute values of variable to check node messages. Therefore

the number of multiplications is decreased from row degree to only two for each check node. 0.75×

multiplication is implemented in hardware as 0.5 × +0.25× =<< 1+ << 2.

Finally, Figure 4.7 compares different Imax values for the decoder. Imax is the threshold
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Figure 4.5: BER performance of decoder with different quantization’s when SfactorMS = 0.75 and
Imax = 5
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Figure 4.6: BER performance of decoder with different SfactorMS values when Imax = 5 and 6-bit
quantization



34

2.5 3 3.5 4 4.5 5 5.5
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

SNR(dB)

B
it 

E
rr

or
 P

ro
ba

bi
lit

y

 

 

Undecoded
Imax = 5
Imax = 10
Imax = 15

Figure 4.7: BER performance of decoder with different Imax values when SfactorMS = 0.75 and
6-bit quantization

for the maximum number of iterations used for decoding input message. If the number of iterations

required for decoding a message from channel gets more than this threshold, the decoding process

is finished without resulting in a codeword. In this scenario, usually another transmission of the

message is requested by the receiver. Increasing this threshold always improves BER performance.

Yet, Figure 4.7 shows that there is no significant improvement from Imax = 5 to Imax = 15 in

performance, although Imax = 15 has three time worse throughput and power. Imax = 5 is chosen

as the maximum number of iterations allowed for decoding input messages.

4.3 Results

For hardware implementation of the decoder, NC Verilog by Cadence is used for hardware

simulations and verification of functional behavior. Synthesis is done by Synopsys Design Compiler

XG-T. Finally layout is simulated in 65 nm CMOS technology using Cadence Encounter 09.12-s159 1.

Figure 4.8 shows the layout of implemented decoder. Table 4.2 shows the performance

characteristics of the decoder, and compares them with a conventional partial-parallel decoder with

the same number of check nodes and variable nodes. It should be noted that the only difference
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between the proposed decoder and conventional partial-parallel decoders is in the routing network.

Therefore, assuming same design parameters such as correction factor, quantization, and maximum

number of permitted iterations, there is no degradation in the BER performance of the decoder.

The code length of the decoders represented in Table 4.2 are in the same range. Con-

sequently, the performance characteristics of these designs can effectively get compared. As the

input quantization of a decoder decreases, its complexity and area decrease with same respect, and

its BER performance shows degradation. The input quantization of the proposed decoder is the

highest among decoders in the table, meaning the improvements in area and throughput are not

due to compensating the BER performance for hardware efficiency. However, the gate count and

core area in the permutational decoder shows substantial improvement (over 5.1×) comparing to

decoders from literature represented in the table. The proposed decoder shows around 10% decrease

in gate count comparing to a conventional partial-parallel decoder with same characteristics. This

improvement in number of gates is entirely due to the gate count reduction on the routing network of

the decoder. The simplification of the routing network containing global connection wires between

check nodes and variable nodes improves the hardware utilization of the decoder, which results in

1.26× reduction in core area.

The critical path of signals passing through the decoder is almost the same in both proposed

decoder and conventional partial-parallel decoder. This path starts with the signal corresponding

to sub-iteration count in the architecture. In permutational decoder, this signal is entered as the

select to few 2-to-1 multiplexers on the V-to-C routing network. These multiplexers are responsible

for cutting check nodes from certain variable nodes in the sub-iterations that those variable nodes

correspond to an all-zero submatrix. In conventional decoder this critical path starts with the

same signal acting as the select to 4-to-1 multiplexers on the V-to-C routing network. The critical

path for both decoders then passes through the check nodes. After check nodes, the path passes

through 2-to-1 multiplexers in proposed decoder and 4-to-1 multiplexers in conventional one in C-

to-V routing. Finally the critical path ends in the main flops of the datapath before the variable

nodes. The reduction in core area, complexity of the routing network and global wiring, and logic

in critical path of signals passing through decoder results in 1.3× increase in the throughput of

the permutational decoder. The throughput numbers at Table 4.2 are calculated at maximum

number of allowed iterations for the decoder, assuming that syndrome check and early termination

are not applied. Applying early termination by syndrome check results in further improvements in

throughput.
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ASSCC’10 ISCAS’11 CICC’07 Conventional Proposed

[18] [19] [21] Partial-Parallel Arch.

Arch. [31]

CMOS fabrication process 65 nm 65 nm 0.13 µm 65 nm 65 nm

Code Length 672 672 660 672 672

Supported Code rates 1/2, 5/8 1/2, 5/8 0.73 7/8 7/8

3/4, 7/8 3/4, 13/16

Input Quantization (bits) 6 5 4 6 6

Gate count(k) 647 - 690 138 125

Core area (mm2) 1.562 1.3 7.3 0.891 0.718

Maximum clock frequency (MHz) 197 150 300 180.2 235

Maximum Iteration Count (Imax) 5 15 15 5 5

Throughput @ Imax (Gbps) 5.79 3.08 2.44 6.05 7.9

Throughput/area (Gbps/mm2) 3.71 2.37 0.33 6.79 11

Power @ Imax (mW) 361 84 1383 75.24 83.84

Table 4.2: Comparison of results of Permutational LDPC Decoder with similar decoders

Functional verification for the proposed decoder hardware is done by simulations in MAT-

LAB environment. A model for the decoder is implemented in MATLAB code as close as possible to

the architecture. Then one codeword for the (672,588) LDPC code is generated based on the parity

check matrix. This codeword is passed through an additive white Gaussian noise (AWGN) channel

using binary phase-shift keying (BPSK) modulation. The result is the message from channel at the

receiver end, and the log-likelihood ratio of channel information (λj) is calculated. λj values are

dumped inside a text file, and are applied to the hardware module by verilog testbench. Then the

testbench prints decoded bits at the end of each iteration in an output file. This log file is compared

bit by bit with the outputs of MATLAB simulation to verify MATLAB model is simulating the

hardware behavior. Finally, the BER performance of MATLAB model is examined and compared

with decoders in literature by generating various inputs in different SNR ranges.

As mentioned before, the savings in the proposed method are the result of reducing the

number of gates used for adjusting interconnection network to different layers of parity check matrix.

In the conventional partial-parallel architecture, for each input pin of every check node, a 4-to-1 mux

is used to adjust the routing network to four layers of the matrix in different cycles. Therefore, the

overall number of gates used in the V-to-C routing network is Number of check nodes×Row weight

4-to-1 muxes. On the input side of variable nodes (C-to-V routing network), the same number of

muxes are required to change the path of check node messages in four cycles of an iteration. This

results in overall 2 × 21 × 32(= 1344) 4:1 muxes on the routing network of a conventional decoder
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Figure 4.8: Layout of proposed decoder for (672,588) LDPC code

for (672,588) LDPC code discussed here.

On the other hand, in the proposed permutational architecture, the only gates required on

the routing network of the decoder are for the columns corresponding to irregularities in the matrix

structure (last 3 column groups in this code). In other words, the number of gates on the V-to-C

or C-to-V routing networks is Number of columns once in an all − zero submatrix 2-to-1 muxes.

This means the proposed decoder has only 2 × 3 × 21(= 126) 2-to-1 muxes on its interconnection

network.

Over 96% reduction in gate count on the routing network in permutational decoder for

(672,588) code results in 1.26 times improvement in hardware area. Additionally, since the 4-to-1

muxes in partial-parallel architecture are on the critical path of signals passing through check nodes,

reducing them to at most 2-to-1 muxes yields further improvement in throughput. The proposed

decoder is 1.3 times faster.
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Chapter 5

Conclusion

5.1 Advances

A new routing network architecture based on characteristics of parity check matrix of LDPC

codes proposed in the IEEE 802.15.3c and 802.11ad is presented which results in almost complete

elimination of gates on the routing network of the decoder, and provides improvements in area,

throughput and power, with no decline in BER performance. The class of matrices for which the

architecture could be used is defined, and the general architecture is presented. Implementing the

decoder in 65 nm CMOS technology including place & route for (672,588) LDPC code in the IEEE

802.11ad shows over 96% reduction in number of gates on the routing network, which results in

1.26× improvement in area and 1.3× improvement in throughput. The definition of permutational

parity check matrices in this work can also be used as a guideline in generating LDPC codes for

emerging standards resulting in more efficient hardware implementations.

5.2 Future Work

As mentioned earlier, communication standards usually adopt multiple codes with different

code rates to support various SNR ranges and channel conditions. For instance, 802.15.3c has

adopted LDPC codes with rates 1/2, 3/4, and 7/8. A big advantage for a decoder architecture of

a communication standard is the ability to effectively support these multiple code rates. As shown

in previous chapters, the architecture proposed in this work is implemented based on the inverse

of the valid mapping on layers of the parity check matrix. However, for LDPC codes proposed in

802.11ad and 802.15.3c, the valid mapping is the same. As the result, the architecture in this work
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has the potential to support all codes in 802.11ad and 802.15.3c with minimal changes. One future

work direction is to implement a reconfigurable decoder for all codes in one standard based on this

architecture. By applying a number of gates between check nodes to merge or split them in different

rates, the changes between routing networks of codes in one of discussed standards can be simulated

in the hardware efficiently.

Another interesting future work direction is to fully define LDPC codes with characteristics

discussed in this work, and analyze mathematical aspects of their performance. As architecture-

aware LDPC codes were able to define a class of codes with efficient hardware implementations, the

permutational LDPC codes can define another class with highly simplified routing networks and same

BER performance as other types. Therefore, by following certain guidelines, LDPC codes proposed

for future communication standards can have higher efficiency in their hardware implementations.
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